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REPORT NO. NADC-AWG-SU

DEPARTMENT OF THE NAVY

NAVAL. AIR DEVELOPMENT CENTER
WARMINSTER, PA. 18974

ACOUSTICAL WORKING GROUP STUDIES

ACQUISITION, REDUCTION, AND ANALYSIS
OF ACOUSTICAL DATA

UNCLASSIFIED SUMMARY

ABSTRACT

With the ending of American military involvement in the
Indochina conflict it becams appropriate to summarize
the unclassified aspects of those investigations which
might have a reference value to future seientific work-
ers both in the civilian and military endeavors. The
investigations of the Acoustical Working Group (AWG),

a committee of knowledgeable persons from various civil-
ian and Department of Defense agencies responsible for
performing acoustical studies relevant to the Indochins
conflict, clearly Tall in this category. They embrace,
in general, the study of sound propagation, a subjecti
important to noise abatement, hearing protection, and
other ecological and environmental concerns. Some of
these studies (more than 50 formzl reports were prepared
in a period of five years) also are significant in a
general academic sense and as such have been selected to
appear in this volume. The topics covered are data ac-
quisition, reduction, analysis, acousticeal propagation,
and the characteristics of sound sources.

Benjamin B, Bauer, Technical Editor
Jack R. Harris, Chairman

May 1974
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FOREWORD

In early 1967 a committee of knowledgeable persons from industry
and the Depariment of Defense was formed under the title of "Acous-
tical Working Group"” (AWG), iis chairman reporting to the Haval Air :
(later Electronics) Systems Command. The functions of the Group were
to conduct studies and to adviss on matters relating to acoustics, vith
special emrhasis in the areas of sound propagation, reception, and
signal processing and associated engineering disciplines. Formed to
meet the needs of certain classified projects in the Department of
Defense, the Group operated in a menner similar to the divisions of
the llational Defense Research Committee (NDRC) of World War II. The
Group's original membership comprised:

Mr. Benjamin B. Bauer - CBS Labovatories

Mr. Edward T. Hooper - Naval Air Systems Command

IMr. fowland H. McLaughlin - Univexrsity of Michigan

Dr. John C. Munson - HNaval Air Systems Commsnd

Mr. Josegh Petes -~ liaval Ordnance Laboratory

Hr. Forrest C. Titcomb - Naval Research Laboratory

CDR Jeck R. Harris - Haval Air Development Center, Chairman

Later, as program emphasis changed, the Group was expanded to include:

Mr. Edward J. Foster - CBS Laboratories

Dr. Paul E. Grant - Department of Defense

Mr. Donald Grogan - Picetinny Arsenszl (Army)

Mr. Robert F. Hand - University of Michigan

Mr. C. William Hargens - Franklin Institute (Consultant)
Mr. James R. Howard - Naval Air Development Center

Mr. Sidney Krieg ~ Naval Air Development, Center

LT Robert H. Marks - Department of Defense

Mr. Richard G. Satz - Picatinny Arsenal (Army)

Dr. Tsute Yang - Villanova University (Consultant)

Though the group as originally constituted was dissolved when its
mission was completcd, some of its studies were of sufficient general
interest to warrant republication in a summary fashion, This report
encapsulates, as appropriate, all of the unclassified aspects of AWG
studies including procedures and results, with Chapters 1 and 2 pre-
viously separately reported. Classified summary results are expected
to be reported at a later date. The technical editor appointed for
these efforts was Mr. Benjamin B. Bauer of CBS Laboratories. He was
responsible for editing the matrrial contributed by appropriste AWG
members.,

JACK R. HARRIS
Scientific Officer
Naval Air Developmernt Center
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Acoustical Working Group Studies

ACQUISITION, REDUCTION, AND ANALYSIS
OF ACOUSTICAL DATA

PREFACE

This volume is a collection of techniques related to the
science of data acquisition, reduction and snalysis developed
and used by the Acoustical Working Group in the course of its
studies, together with a summary of the essential theoreticel
principles needed to understand their proper use. A catalog
of the data gathere¢ by AWG in the course of its studies is
provided. And, since verval descriptions cannot replace the
aural experience, a T-inch, 33-1/3 rpm disk record containing
some of the =xotic, as well as common, sounds studied by AWG is
included ir e pocket inside the back cover of the book. Access
to the cateloged data can be obtained by persons witn justified
requiremencs upon application tc the Commander, U. S. Naval Air
Development Center, Warminster, Pennsylvania,

The publication of this volume at this time is believed
to be of special importance in view of the burgeoning interest
in the practice of noise control and environmental acoustics,
which is so heavily dependent on accurate measurements and mean-
ingful data reduction. Admittedly, much of the specific infor-
mation discussed here will have no direct application to home
environments, nevertheless, the experience documented in this
volume will prove to be extremely useful to the civilian practi-
tioner, For one, under a single cover the text offers a complete
descripcion of the methodology of obtaining accurate and reliable
acoustical data and menipulating it into useful formats. To an
executive responsible for decision-making in connection with
acoustical studies, such a compendium is of irmense benefit, for

Preceding page blank 1x
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it helps him to assess realistically the magnitude of a given
task and to chart accurately its successful execution. To the
personnel planning the details of the project, or going into the
field without extensive prior sound-measurement experience, this
volume provides detailed guidance on how to select and use equip-
ment, and how to maintain proper records end implement calibrac.ion
procedures—-which may well spell the difference between success
and feilure. And, to the data anelyst, the text offers a variety
of aiternative methods for reduction and presentation of date,
and suggestions for interacting with the data gathering teams

for maximum information yield per unit effort.

Reviewing briefly the contents of this volume, Chapter One,
which previously hed been published as Report No. NADC-AWG~S1l on
31 March 1969, is a collection of techniques and precsutious
measures that have been found useful in gathering acoustical data,
especially under inclement field conditions. It encourages the
practitioner to prepare carefulily for the mission, to make speci-
fic plans, tv devise szud acquire suitable instrumentation, and in
other ways to perform preparatory tasks which ensure thaet the de-
sired rcsults are effectively obtained.

Chapter Two, previously issued as Report llo. NADC-AWG-S2 on
1 October 1971, begins with the classification of the various
aspects ¢f data reduction and analyzes their interface with the
data gathering function. This is followed by a review of the
theoretical aspects of various methods of frequency- and time-
domain analyses, a description of the instruments and recommended
practices for their use, and suggestions about presentation of
results. It shouwld be noted at this writing that modern computer
technology has now provided us with new and sophisticated tools--
such as the Fast Fourier Transform and the Integrating Frequency
Analyzer--vwhich were just coming into their own during AWG
studies; nevertheless, the basic considerations in Chapter Two
are as applicable today as they were during the early stages of
AVG work.

Chapter Three is a compendium of the various aspects of
sound-wave propagation that should be clearly kept in mind by
all pexrsons engeged in acousticel data acquisition, reduction,
and analysis. This chapter summarizes the basic ray and the
normal-mode theories and reviews the effects of temperature,
wind, channeling, scattering, etc. that will be especially use-
ful to those engaging in the studies of distant propagation of
sound in urban and suburban settings. Examples of propagation
behavior in the air are given.




Chapter Four develops a logical procedure for cataloging
the results of acoustical studies and provides a useful com-
pilation of examples of various types of sound studied by AWG,
It also contains a selective catalog of the detailed reports
prepared by AWG. And, finally, the disk record furnished with
the volume provides the naturalist and the urbanologist alike
with a sampler cf interesting acoustical. signatures.

Having heen privileged to participate in the work of AWG
since its inception, the Technical Editor cannot help but observe
how useful this volume might have been had it been available to
the Committee at the outset, rather than toward the end of its
mission. This would have saved countless annoyances and made
our task mucn easier. But this is akin to wishing that in youth
we had the experience gathered during a lifetime. In providing
this summary of AWG studies, we trust that future workers in
noise control and environmental acoustics will profit by avaeiling
themselves of the tec..riques here outlined, and thus be able to
perform more effective service on behalf of a2 quieter world.

A few words of credit are in order. What has distinguished
AWG from other Committees and Boards in which this Technical
Editor has participated is the resolute and tireless dedication
of its members, all of whom have made significant contributions
to the work of the Committee and to the preparation of its reports;
with specisl mention due its indefatigable Chairman who always pro-
vided effective and inspiring leadership and invariably managed to
see each task through even when all else seemed to fail. In addi-
tion, he was a principal contributor tc numerous AWG reports and to
vhis final volume. An expression of gratitude also is accorded to
Sherman Levin of CBS Lsboratories who managed the editorial and pro-
duction work for many AWG reports and for this finsl volume.

Benjamin B. Bauer
Stamford, Connecticut
May 197h
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CHAPTER ONE: DATA ACQUISITION

1.1 INTRODUCTION

The development of a system of acoustical detection for iden-
tificetion and reaction requires the initisl acquisiticn of acous-
tical date upon which the system parameters will te based. Much
of this data will be obtained outdoors in all kinds of weather,
at various remote locations, and often under difficult and even
hazardous conditions. These circumstances present the acoustical
surveyor with a whole new set of problems normally not encoun-
tered in the laboratory. This chapter describes the principles
of good engineering practice necessary to assure the acquisition
of accurate and reliable data in remote arees under extreme en-
virommental conditions. The information contained in this chapter
is based to a large extent upon experience acquired during the
performance of Acoustical Working Group (AWG) missions. The
chapter can be used as the basis for practical data gathering
missions with appropriate modifications to zuit the particular
circumstances.

1.2 PREPARING FOR AN ACOQUSTICAY, DATA GATHERING MISSION

A. Analysis of Objectives

The basic, but often neglected, task before starving a data
acquisition mission is a careful anaiysis of objectives, which
must be related to time and equipment limitations and to the
problems that may be expected in carrying out the mission. Once
a test is started it may become necessary to forego some objec-
tives for others and, therefore, priorities should be attached
to the various objectives. TFor example, a recording technique
might be needed for sound detection and esnalysis which is dif-
ferent from that used for sound reproduction and simulation.

If a choice must be made, it should be clearly understcod which

1-1
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ovjective of the mission is the more important to avoid possible
disappointment.

An equally important aspect of the ultimate objectives is
the early recognition of the type of data reduction that will be
required. Unless the data reduction progrem has been planned
and its needs established prior to coliecting the data, it is
very likely that more data than needed will be collected, but
the information content of the data may be insufficient for the
needs of the program.

B. Recognizing the Need for Special Equipment

Frequently, the type of terrain and the nature of the test
meke it necessary to provide special instrumentation which must
be designed and fabricated before the data acquisition task be-
gins. Thus, as much advance notice as possible should be given
to allow for readying the equipment. In one instance, before
acquiring the signatures of certain vehicles, it was ascertained
(fortunately in time to take remedial action) that the radio
transmission link introduced frequency response distortion which
required the construction of compensatory devices prior to re-~
cording. This corrective action taken during the definition and
planning phase enabled the mission to succeed where otherwise
it might have failed.

C. Utilizing Practice Runs

A preiiminary, or "dry," run under conditions simulating

as close as practicable the actuel test is almost invariably
found to be helpful during the definition and planning stages.
The dry run reveals the limitations of the equipment and persoa-
nel and allows remedial action which would be difficult, if not
impossible, to take in the field. It also provides an opportu-
nity to train new team members and to optimize the goals of the
mission in line with the capabilities of the available equipment
and time. A dry run is especially useful when & new parameter
is introduced into the tests. For example, in a test which in-
cluded the combined measurements of aerial and underwater sounds,
the dry run revealed that some commercial hydrophones do not
have suitzble electrostatic shielding. This factor is of no con-
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sequence for a sensor meant to operate at a depth of 100 feet or
more, but when used in shallow water in combination with land-based
instrumentation, it was found that severe electrostatic pickup was
encountered requiring construction of special amplifiers and shield-
ing devices. The mission would surely have been a failure if this
"dry" run had not been conducted during the planning stages.

D. Advaence Information Desirable

Sometimes security considerations severely limit the avail-
ability ahead of time of the detailed information needed to carry
out an acoustical data-gathering mission. In this circumstance,
planning cannot properly begin until the team arrives at the test
site. However, es much information as security allows should be
sought in advence to help in plenning and in determining the
equipment to be taken to the site.

Contrary to a popular misconception, the weight and bulk
of equipment necessary for conducting acoustical surveys can be
considerable. To adequately prepare for expected contingencies,
in addition, can involve very sizable quantities of material.
For one recent data acquisition test, to adequately equip & four-
man field team it was necessary to commercially airlift 2800
pounds of equipment —— the largest single excess baggage load
in the history of the airline.

1.3 PLANNING THE MISSION

A. General

The general plan begins with a study of objectives, consid-
eration of the types of sounds to be recorded, selection and study
of the site and terrain, decisions concerning equipment and personrel
required, and the time period(s) during which survey information
is to be obtained. The result of preparation of the plan is a Field
Procedure (discussed in Section 1.5) detailing (1) how to conduct
the particular test, (2) what equipment to provide, (3) the respon-
sibility of various team members, and (4) what is expected to be
contained in the data. The development of a Field Procedure re-
quires considerable experience, and the following are some high-
light factors which should be considered.
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: ; B. Site Selaction

Ideally, the measurements should be made at a site ard under
conditions similar to those for which the end product is intended
to be used. Frequently, hcwever, this is not feasible and alter-
native sites must be selected. A site should be chosen which is
operationally and acoustically similer to the ultimate use area.
For example, the forest area should include similar trees to pro-
vide the same type of canopy, scrub, or open terrain as in the
expected area of operation. Besides the forest area considera-
tions, one should look for similar faune and & similar background
noise level as in the ultimate overation. Finally, security con-
siderations and support considerations must be phased into the
selection of a site. This is especially true in cases in which
classified materiel is to be employed during the test.

Mok 1 Ml

A

C. Site Plan

During the preparation of the mission, a mep of the site is
most helpful. If one is not availeble, a sketch to approximate
scale should be made at the earliest opportunity. In addition,
photographs (especially aerial) are very helpful. Both the photo-
graphs and the map will be found useful not only for planning the
test, but also for subseauent reduction of the collected date and,
ultimately, preparation of “he written report. The plan or map
should indicate all the importent details such as types of terrain
and/or vegetation and any possible sources of anomalies end inter-
fering sounds--hills and streams, buildings, etc.--which may
shield the sound, create an echo, etc.

D. Dimensions, Distances, Parameters

Provision should be made for establishing dimensions and
distances and for measuring other important variables. For ex-
ample, if the purpose of the test is to measure the sounds of
vehicles along a road, stakes or markers or other suitable sight-
ing devices should be provided to enable the drivers and observ-
ers £o read the positions es a function of time. If speed is one
of the veriables, them the plar should include meens for deter-
mining and recording it. Things taken for granted often may foil
a plan. For instance, all the preparations for a vehicle speed-
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vs.-sound-level test may be defeated if the speedometer on the
test vehicle is inoperative.

E. Data Sheet

A data sheet should be prepared which lists the acocustical
events tc be recorded, together with & checklist of importent
suxiliary informastion--wind, rain, time, etc. It should be re-
membered, however, that an observer busy operating a tape recorder
and adjusting its gain for meximum information does not have the
time to do much writing and a second man shculd be at the slite to
keep the written log. Since a written log may get separated from
the tape, all comments should be recorded on a voice track which
must be provided for this purpose. The major importance of the
written log is as an aid in data reduction. A well documented
log provides the analyst a means of rapidly locatiang ey segments
of data without the necessity of listening to ihe entire tape.
For this purpose, correlation of the logs with a recorded time
code is invaluable.

F. Climatic Conditions

Climatic conditions, the time of the year, and whether it is
day or night have an important bearing upon the plan. Despite
careful moisture-proofing, most equipment is subject to malfunction
when left outdoors in the rain, or when high humidity combined with
temperature changes causes moisture condensation. In this circum-
stance special precautions, such as frequent desiccation, are needed

G. Importance of Field Laboratory

Usually it becomes important to provide a field laboratory,
suitably eir conditioned, to permit the equipment to be maintained
and to allow it to dry out and become stabilized and be recalibrates
at intervals. The field leboratory also can be provided with
equipmeat for preliminary scanning or taking a "quick look" at
the data. A great advantage of such preliminary reduction is
that the test plan may then be somewhat modified to insure that
the uvltimate objectives are met. A safe should be provided for
storing all classified papers, tapes, and devices. Under un-
favorable conditions when there is no time or opportunity to
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provide a field laboratory, minor maintenance can be cerried out
in the field or in a hotel room. Under extremely unfavorable
conditions~-as with tests which extend for several uninterruped
days in rain and humidity--lesgs precise, but more sturdy, equip-
ment mey have o be used. The detailed requirements for the field
laboratory are discussed later in Section 1.6.

H. The Personnel

The staffing of the team and assignment of tasks ccnstitute
an important vert of the plan. Sending several people to a re-
mote location invclves considersble expense. Or the other hand,
it is usually not practical or advisable tc field less than two
people per site (or minimum of three if the equipment must be
removed and redeployed each dey). The age and health of the team
members must be related to the stress involved, and such matters
as security cleearauces, passports, insurance, vaccination, and
even personal domestic problems may become formidseble obstacles
to an otherwise perfect plan. Experience in field procedures is,
of course, extremely important and although not every member of
the field team need have prior experience, at least two men per

site should We fully familiar with the operation and limitations
of the equipment.

I. Conclusion

The above brief deseription mentions only the most important
factors to which the planner must cddress himself. The plan
should always be evolved with the participation of the group leader
who will be in charge of the team performing the tests and, if
possible, with the advice of the more experienced field personnel.
A more complete checklist for the items to be considered during

a plan and the equipmen’ needed for a mission are suggested later
in this chapter, and in Appendix C.

1.4 EQUIPMENT CONSIDERATIOKS

A. Custody of Equipment

One member of the team must be placed in charge of the equip-
rment and should be provided with a list of items for which he will
be accountable. In a multichannel system, the pa2r-channel cost for
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e suitabl: microphone, preamplifier, line driver, and auxiliary
equipment runs in the thousunds of dollars, and a multichannel
portable tape recorder is also very expensive. Specially-built
should be made to safeguard the equipment, to store it safely
when the site is unattended, snd to arrange for its deployment
on site in a timely manner. Provision must be mede for pro-~
tecting both equipment and personnel from the weather. The
shelter must be located sufficiently fer from the sensor loca-
tions tc prevent its affecting the data. For example, human
ectivity will inhibit locael feuna sounds and so the recording
site should be at least 1000 feet from the microphones. During
the AWG program, vans, tents, and station wagons have all been
used as equipment shelters. The ideal situation is to have a
van ia which the equipment may be permanently mounted and moved
from site to site.

B. Supplementary Tools and Equipment

Hot only is it necessary to furnish safeguards for expen-
sive equipment, but provisions should be made for each site to
have a tool kit, flashlight and batteries, climbing equipment,
and other items depending upon circumstances. One should con-
sider those items which although within easy reach in the labo-
ratory are inaccessible in the field.

C. Ranges of Level and Frequency

The expected ranges of level and frequency and type of data
reduction desired play an important part in the selection of
equipment for data acquisition. For example, FM recoriing pre-
serves the low frequency response and amplitude and phase integ-
ity of data, while direct recording provides greater high-fre-
guency range capability and greater time-capacity-per-reel.
Changing reels of tape during the data acquisition process always
involves delays, and it is desirable to record only the minimum
frequency range et the slowest possible speed thst will realize
the full potential of the test. Although this requires that the
frequency range end S/N of the eyuipment exceed the range of the
data, it is wasteful, for exemple, to record with a 10 kHz and
50 dB S/N capability if the sensor itself has a 1 kHz and 30 dB
S/H range. On the other hend, it must be remembered that the
naximum frequency ranges specified by the equipment manufacturers
often strain the performance limits of the equipment, and there-
fore a generous margin foi tolerance should be provided.
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D. Measurement and Recording of Atmospheric Conditions

If the atmospheric conditions form an important part of the
plan, provision should be made for their measurement and record-
ing. As an illustration, if rain is part of the test, the meas-
urement of rain in terms of inches per hour is a much more mean-
ingful quantity than the mere statement "hard rain," "medium
rain," etc. For this purpose, a simple rain gauge can be impro-~
vised of a tin can with its top removed. It is ideal if the
meteorological data is recorded directly onto the magnetic tape.

E. Wind Effects

Wind is usually an important element, responsible for various
types of noise. It creates turbulence around the sound measuring
microphone. It induces movement of the microphone often result-
ing in that object couming in contact with others. It causes
leaves to strike each other and excites resonances in open objects.
By the interaction of cables and strings with the wind, the sc-
called "aeolian tones" are generated. All these effects should
be carefully considered, together with an evaluation of their im-
portance or decision eabout methods for coping with them in the
field. For example, microphones and housings can be provided with
windscreens, but whereas the windscreen affects microphone high-
frequency response and, as has been discovered only recently,
glso affects the low freguency response of certain directional
microphones, it must be preplanned and not mekeshift.

Since wind is apt to be an important factor, usuelly it is
elso important to provide a means for measuring aad recording its
velocity vs. time. (As & minimum, provision should be made in
the data log for making a notation of the approximate wind condi-
tions, e.g. "slight wind causing the rustle of leaves.") Wind
velocity can be measured with an enemometer. One type of gauge
is dependent upon rotating vanes or buckets, but its inertia does
not allow wind gusts to be measured accurateiy. An electrical
gauge based on the hot wire principle permits the measurement and
recording of the velocity of wind and wind gusts. Ideally, one
data channel should be used to record the output of the hot wire
anemometer when the objective of the test is conceraed with wind
activity, e.g. the determination of the effectiveness of a
windsecreen.
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F. Multiplicity of Sites and Time Correlation

The question of using, say, four-channel recorders at two
sites vs. one seven~-channel recorder interconnected by long cables
at one site depends npon equipment availability and the test param-
eters. In general, the attempt is made to minimize the number of
individual recording sites, provided the test can be adequately mon-
itored from a smaller number of sites.

When time correlation among verious tape recorders is neces-
sary., a master time code such as IRIG-B should be transmitted
throughout the area and each recording site provided with a suit-
gble receiver.

The distance between the microphone and the recorder is an
important factor sirce, in connection with the expected signal lev-
els and energy spectrum, it determines {he power required to drive
the cable. These fa:tors should be considered in the plan and the
necessary cables and line drivers fabricated and tested ahead of
time inasmuch as a defective ceble can cause major trouble in the
©ield. More about this will be found in Section K, below, and sub-
sequent sections.

G. Batteries, Illumination

Batteries for running the recording equipment present a
special problem and an adequate supply of batteries and/or stor-
age batteries and recharging facilities must be provided. If
night operation is scheduled, suitable lights will be required.

H. Typical Arrangement of Apparatus

An illustration ‘of the interconnections and appasratus for
data gathering is shown in Figure 1-1. One tc N microphones are
placed in eppropriate locetions which must be an adequate dis-
tance away from the tape recorder to prevent site activity from
affecting the data. ZEach microphone is connected to a transmis-
sion cable through an amplifier capable of driving the line. At
the recorder, means must be provided for adjusting and monitor-
ing the recording level. At least one track of the tape record-
er is allocated for field operator commentary.

The prime calibration of the set-up is made using a known
acoustic source at the microphones as seen in Figure 1-2. The
source may be a General Radio (1562A) Calibrator, a pistonphone,
or calibrated bullhorn loudspeasker to be described. By these
means the signel level on the tgpe can be directly correlated

1-9
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with acoustic sound pressure level. A recorder calibrator capa-
ble of providing e known electrical signal to the recorder is
frequently valuable both for recorder set-up and for establish-
ing spproximete acoustic level in those cases in which the field
ecoustic celibration is impracticable but where previous calibra-
tion data on the microphone is available.

Some means of monitoring the level of the recording is nec-
essary to insure that the signal is well ebove the recorder noise
level and below the overload point. Of course, the system noise
level and overload point should have been previously established
in the letoratory and documented for reference.

Earphones should be used in conjunction with the recording
meter for monitoring the recording since one can usually deter-
mine the existence of an acoustic anomaly most readily by listen-
ing. An oscilloscope and/or peak reading storage meter such
as an impact meter is ideal for monitoring pesk factors which ere
not; indiceted on a meter. Such apperastus is imperative when re-
cording impulsive data. It should be possible to mecnitor both
before and after recording to determine that the data is, indeed,
being properly recorded.

Finally, "walkie-talkie" communication between the field
operator who may be calibrating the microphones and the tape re-
corder operator is a great asset.

I. Selection of Microphones

Microphone characteristics can be considered under two clas-—
sifications. One of these concerns the directional characteris-
tics of the microphone and the other concerns the frequency re-
sponse and the particular type of transduction employed. In the
former category, a distinction can be made between the omnidirec~
tional (pressure) microphones, gradient (velocity) microphones,
cardioid microphones, and other higher order directional arrays.
For most acoustical data gathering conditiens, the omnidirection-~
8l microphone is unsed. In some cases, however, the use of a di-~
rectional microphone may be appropriete especially if one wishes
to either maeximize or minimize sound sources from e particular
location.

The second method of classification is by transducer tyuve,

i.e. condenser, piezoelectric (ceramic) or dynemic. Each o7 the
three types of micrecphones offers certain advantages as weil ag
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disadvantages which must be considered. The condenser microphone
(Figure 1-3) hes the simplest physical construction and offers the
best frequency response and phase linearity and lends itself read-
ily to precise calibration. Because the diaphragm of the conden-
ser microphone is extremely light and is resonated in the upper
range of the bandwidth desired, the microphone is relatively insen-
sitive to vibration. The main disadvantage of this type of micro-
phone lies in its high source impedance which, unless special pre-
cautions are taken, mekes it sensitive to moisture. This handicap
limits the use of condenser microphones to laboratory application
where the atmospheric conditions cen be held under control.

The second type of microphone, the piezoelectric unit, is shown
in Figure 1-4. Like the condenser microphone, it has flat frequency
response at audio frequencies and therefore, in the field, it is suf-
ficient to calibrate its response at a few points. Because of its
lower source impedance, it offers improved moisture immunity over
the condenser uvnit. The stiff and light transducer structure used
insures low sensitivity to vibraticn. The piezoelectric microphone,
such ss the General Radio P-5 with suitable preamplifier and rain-
and-wind screen (discussed in the following section), has been the
principal deta-gathering microphone in AWG work.

The final generic type microphone is the moving-coil dynamic
outlined in Figure 1-5. This unit is rugged and moisture-resistant.
Its source impedance is very low, allowing long cable runs without
the need for preamplifiers. Because the frequency response is not
as uniform as tiie previously described micropnhones, field calibra-
tion of the unit at a few points is insufficient and the use of an
anechoic chamber. is required. Furthermore, since the coil of the
dynamic unit is relatively heavy and is resonated below 1000 Hz, it
is more sensitive to mechanical vibration pickup than the other mi-
crophones. Nevertheless, under conditions of extreme humidity and
continuous use without the opportunity of dessication and recalibre-~
tion, the dynamic microphone (such as Model 655, especially moisture-~
proofed and anti-fungus-treated, manufactured by Electro Voice) has
been found to be extremely useful.

J. Wind-and-Rain Screens

To minimize the effect of wind turbulence around the sensor,
& special wind-and-rain screen for acoustical data-gathering mi-
crophones has been developed. As seen in Figure 1-6, a preampli-
fier is housed within the upper part of the enclosure and is pro-
tected by a water proof seal. Since the problem o wind noise can
be extremely severe and flavor the acoustic data with the uero-
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dynamic shape of the sensor chosen, CBS Laboratories developed

& vindscreen testing machine capable of generating 39 mph wind.
Tis apparatus (Figure 1-T) has been used in the development of a
new acoustical data-gathering windscreen which offers consider-
able improvement over the unprotected microphone. As seen in
Figure 1-8, in the eritical lower frequency regions in which
wind noise is most severe, a 25 dB improvement is noted. The
windscreen portion is easily removed for acoustical calibration
of the microphone (Figure 1-2). It is important %o provide a mi-
crophone calibration in the anechoic chamber including the wind-
screen to determine how it affects the overall response.

K. Line Driving Amplifiers

In setting up the apparatus for acoustical data gathering
the engineer will, of course, check the output impedance of his
preampiifier to assure that the frequency respense will not be
degraded by the cable capacitance. With the use of liberal
amounts of feedback in the preamplifier, the output impedence is
usually very low and it would appear that long cables would not
affect the accuracy of the date acquisition. What is frequently
overlooked, however, is the capability of the amplifier to sup-
ply sufficient current required by the line capacitance. Very
often the maximum output current capability of commerciel pre-
amplifiers is not specified.

Consider the problem of driving & 1000-foot cable with a
10 kHz signal whose mugnitude is 1 volt rms. The cable capaci-
tence is typically 50 pF/ft so that the total capacitance amounts
to .05 pF. At 10 kHz, the reactance of thris capacitor is about
310 ohms so that a peak drive current capability of 4.6 mA is re-
quired. Two questions, then, must be answered: Is the output
impedance of the preamplifier much lower than 310 ohms so that
the frequency response will not be degraded?; and, Can the ampli-
fier supply 4.6 mA of current to drive the cable capacitance?.
The answer to both of these questions must be "yes" if the system
is to be used. Note that whereas the requirement on output im-
pedance is independent of the signal levels, the drive capability
must be considered a function of the expected signal levels. For
example, if we want to use this amplifier to drive a 3-volt rms
signal, it must be capable of producing peak currents of 14 mA.

In.order to assure accurate data acquisition, a new comple-
mentary symmetry emitter follower line-driving amplifier has been
developed (Figure 1-9). This amplifier accepts a single-ended in-
put signal and uses e phase~splitter to drive id.atical output
amplifiers, resulting in a balanced output configuration. A com-
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plementary symmetry approach is employed to deliver the high
peak currents required to cherge the line capacitance. The out-
puts are, in effect, miniature class A~B amplifiers capable of
delivering 100 mA peeks.

Figure 1-10 compares the capability of the new line-driving am-
piifier to thet of a typically commercislly available unit (such as a
General Radio P-40). On the ordinate, the rws voltage output capabil-
ity in dB re 1 voll is plotted. The O point corresponds to a sound
pressure level of 134 dB when used with a microphone whose sensitivi-
ty is -60 dB re 1 volt/pbar. On the ebscissa, the frequency times
the ceble length (assuming 50 pF/ft cable capacitance) is plotted.
Thus, the abscissa corresponding to a 1900-foot cable driven with a
10 kHz signal is 107. The curve shows that the commercial unit is
capable of less than 0.25 V rms of drive whereas the new unit is ca-
pable of almost 3.0 V rms. This new unit is battery-operated and re-
quires very little idiing current. Its efficiency is very high since
it draws power only as required to drive the csble. When driving =
1000-foot cable terminated in a 10 K load, the amplifier is flat
+ 0.5 dB from 2.3 Hz to 75 kHz. Its sourcc impedance is 3 ohms in
series with 180 mF and the output noise level with shorted input is
10.5 uV rms.

The high input impedance preamplifier required for good
low frequency response from ceramic microphones and dc-biased
condenser units is frequently affected by humidity. This is
especially so when the amplifier is taken from a hot humid
aree to an gir-conditioned repository. Moisture condenses on
the outside of the amplifier and on the inside, as well, creat-
ing unwented conduction peths in the amplifier which not only
can lower the input impedance but can actually change the op-
erating point of the input FET sufficiently to limit the dy-
namic range of the unit and even cause blocking. The problem
can persist for quite a while after the unit is returned to
the humid field. To avoid this, the critical circuitry and
the input connector have been encapsuleted with a rubber-like
compound such as Sylgard.

L. RF Pickup

Another field problem associated with the use of long
cables is RF pickup from nearby transmitters. Although the
trouble can manifest itself in several ways, the typical prob-
lem is caused by excessive RF levels at the output of the pre-
aemplifier or line driver. Generally these units use extensive
feedback from the output and RF signals are thus fed back to
the input where they cause nonlinearities. The solution is

1-18
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to use RF traps at the output of the line driver. Careful
attention must be paid to the quality and location of ground-
ing points. Finally, all trensmitting equipment should be
kept as far as possible (at least 100 feet away) from the
measuring microphones and the recording setups.

M. Electrolysis

When the preamplifier is powered by direct current through
the same transmission line that carries the signal, one can
experience under certain circumstances noise impulses which
sound like crackling. This noise has been attributed to elec-~
trolyzation in the line and has been successfully eliminated by
powering the preamplifiers from local batteries.

N. Controlling the Recording Level

The data collector is faced with the problem of accepting
a wide range of acoustic signal levels-~often as wuch as 80 dB
or even more. Most data recorders whether operating in the di-
rect or FM mode have signal-to-noise rgtios of the order of 40
dB. Since it is normally necessary to stay at least 10 or 15
dB above the system noise, cnly 25 or 30 @B may be left for dy-
namic changes in the deta: The input range must be accommodat-
ed by suitable gain changes in the recording system. At all
times the accuracy of calibratio.: must be maintained.

The solution adopted by the AWG has been to modify commer-
cially available sound level meters; their accurate 10 dB step
attenuestors are used for gein adjustmznt. The sound level me~
ter provides a convenient means for monitoring record level as
well as for setting it properly. The main problem encountered
is the limited dynmamic range (16 dB) displayed on the meter
face, which is due to the use of & suppressed-zero meter. In
field operation, the data collector should record no higher
than 10 dB below full level to accommodate peeks which are too
short in duration to register on the meter. In many instances,
an even larger safety mergin is required. For smell signal lev~
els the meter barely deflects and the operator has no assurance
that he is recording. Therefore, in the acoustizal surveys
which have provided a basis for this chapter, the meter has
been modified to remove the suppressed zero and replace the
face. 'With this modification (Figure 1-11), the entire 40 dB
range of the tape recorder is shown. Since this modification
was made, it has been found that very few changes in recording
gein are required. Consequently, the data taken is much easier
to reduce and the signal levels can be readily maintained in a
Zood operating range of the recorder.
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Figure 1-11. Modified Sound Level Meter
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When recording impact data or other transient phenomena,
it is helpful to have available a portable oscilloscope and a
peek-storing meter such as an impact analyzer. This equipment
will allow the operator to monitor the peak recording level
even for signals whose durstion is too short for the sound level
meter's ballistics to follow. The multiple track recording
technique using staggered recording levels may be the only so-
Jution to capture vital data which cannot be repeated and whose
level is unknown in advance.

Amplifiers are available which sense the signal level and
automatically change their gain in known controlisble steps.
Frequently, however, this automatic feature can hamper oper-
ations since the amplifier does not have the same knowledge
of future events which is available to the human operator.
Thus, gain changes may be more freguent than necessary with
avtomatic equipment. Also, & separate track for recording
gain changes usually is needed.

0. Tape Recorders

The choice of a tape recorder is critical in the acquisition
of good data. The need for light weight and battery operation
limits the choice of instruments availgble. Certain sacrifices
in recording versatility and reliability have been mede in the
design of truly portable equipment. Both 1/4" and 1/2" IRIG
format Lockheed Model 41T recorders have been used in the field
with very good success. These units allow a choice of record-
ing speeds to suit most acoustical data-gathering requirements.
Frequentiy it is necessary to record in parellel using both the
™M and Direct modes to cover the frequency range desired. For
example, in the Direct mode, at T-1/2 ips a typical frequency
response would extend from 100 Hz to 25 kHz. To record lower
frequencies, the ¥M capability is used to caover the range from
DC to 2500 Hz.

The FM mode has accuracy advantages over the Direct mode in
that recorder amplitude variations have a minimal effect. Where-
as amplitude stebility in the Direct mode cennot be guaranteed to
better than approximately 1.0 dB, in the FM mode stability of 0.1
dB can be achieved. Furthermore, the phase characteristics are
more readily controlled in FM than in Direct recording. This is
especially important in situations in which wave shape, rather
than mere frequency content, is important.
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P. Recorder Calibrator

It is advantageous to make an electrical field calibration
of the tape recorder to establish its response, noise level,
and maximum recording ievel. The latter measurement allows one
to rapidly set up the proper record level for duplication. Al-
though a complete calitrated frequency sweep is ideal and should
be used wherever possible, a square wave calibrator has been de-
veloped for situations in which 2 more rapid calibratior is re-
quired. This unit produces signals of 25 Hz, 250 Hz, and 2500
Hz. The level of the signal is very stable and compatible with
the tape recorder requirements. With this signal recorded on
the tape, a means is provided in datea reduction for ascertain-
ing the entire frequency response of the recorder. By frequen-
cy enalyzing the square wave signal st the data reduction center,
the harmonic analysis produced can be compared with that of a
true square wave, verifying the recorder performance. Seen in
Figure 1-12, together with its schematic, the unit is small and
rugged.

Q. Recording Tape

A high grade instrumentation tape should be used. A poly-
ester backing is recommended. One~snd-one-half-mil tape pro-
vides lower print-thrcugh and greater strength than one-mil tape,
but the latter can be used where extra recording time per reel
is desirable. Tape thinner than one mil should be avoided.

Extreme care should be taken to avoid contamination of the
tape. It should be stored in a plastic bag and & covering box.
One should not touch the recording surface of the tape, thus
avoiding fingerprinting which causes dropouts. Sufficient
leader and trailer should be left to allow tape threading with-
out contamination of the data.

After recording, the tepe should be protected from stray
magnetic fields. Shielding containers are ideal for this.

1.5 FIELD PROCEDURES

A. General

The single most important factor in assuring the success of
a data~gathering mission is adequete planning and implementation
of field procedures. Regardless of the sophistication of the
fiell equipment, success of the endeavor is jJjeopardized if suf-
ficient effort is not devotegd to this initial step. Conversely,
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the suitability of the equipment for the task at hand is deter-
mined by the plan and if the planning is done sufficiently in
advance of the test, as is proper, adequate equipment will be
provided in time for the mission.

B. Development of the Test Plan

The key to the development of an adequate test plan is the
foreknowledge of the use to which the deta is to be put, i.e.
the goals of the testing program. FEach test must have its own
purpose which must be clearly spelled out. The pressure of
scheduling freguently tempts one to skimp on the identification
ot the purpose of each test. However, the time saved at the out-
set is most assuredly lost later in attempting to cull the wheat
j from the chaff of data taken.

For example, if the purpose of a specific test is to deter-
mine the effectiveness of a certain design change, say, that of
a different windscreen on a device, the test plan must provide
for sufficient controls on the experiment to separate definitively
this chenge from all others. The plan must include provisions
for the testing of Device A with the new windscreen simultaneously
with identicel Device B with the old windscreen. The windscreers
should subsequently be interchanged to remove the eftect of indi-
4 vidual device characteristics. The devices should be checked dur-
ing pericds of wind and also in periods of calm. Obviously, wind
velocity measurement should be recorded. The instrument used for
this should be capable of measuring peak velocities during gusts
rather than simple averages. If the device employs circuitry
vhich changes its cheracteristics as a function of ambient noise,
the tests must be run under various ambient conditions.

WY P

.

In short, a complete knowiedge of the device to be tested

and the results expected from the test are necessary in crder to
1 formulate a plan which takes into consideration all fcreseeable
contingencies and which assures that the causes and effects can
be assigned without ambiguity. Thus, even if the organization
vhich fields the data-gathering team is not also charged with
the responsibility for preparing the test plan, it should parti-
civate in formulation of the plan from the very inception.

Once the purpose of the test has been defined, the field
team leader can prepare the detailed test plan. The contents
of the plan and the detail to which it is drawn up will vary
depending upon the test to be performed, its lceation and its
duration, etc. Typical examples of a Calibration Procedure
and a Test Operation Procedure are shown in Appendixes A and B. '
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These were prepared for a specific one-day test during which out-
puts of two or three sensors wers recorded at each of several sites.
The Calibration Procedure was followed and performed the day before
the actual test since COMEX ("Commence Exercise") was quite early
(0600). 1In adéition, on test day & brief calibration procedure was
performed on all of the data gathering microphones.

—
o il e A e

The key portions of the Calibration Procedure are:

l. Voice annotation of:

a. Test Designation and Classification of Tape
: b. Location of Test and Test Site
¢. Reel Number and Previous Reel Number

| d. Date
e. Time
f. Personnel at Site
g. Recorder Identificsation

(1) Mske

(2) Model
; (3) Serial Number
' (4) Recording Speed

(5) Track Identification, i.e. which infor-

mation is recorded on which track

h. Site Description including Sensor Locations

1

2. Noise Level Measurements:

terminals shorted directly.

] . b. System noise, i.e. data lines terminated at

] microphone end. This should be repeated for every

4 ! record level setting which one anticipates using. The
termination should be equivalent to the source imped-
ance of the microphone.

3
] a. Recorder noise alone, i.e. recorder input
1

3. Identification of Sensors:

T,

‘ Each sensor is connected individually to the re-
corder and identified by speaking into it or by caus-
ing it to respond in some way. This gives a positive
indication on the tape as to which sensor is which re-~
gardless of possible later discrepancies in tape mark-
ings or handling. Markings on the tape reel, elone, are
insufficient since it is possible to vransfer the tape
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to a different reel which mey have erroneous or inap-
plicable markings. While each sensor is being identi-
fied directly, a voice commentary is made to identify
the sensor and the entire associated data-gathering
chain.

A 4. Overall Acoustic Calibrations:

a. The data-gatherirg microphones are calibrated
using a General Radio 15624 Sound Level Calibrator.
This unit produces a precise 114 @3 re 0.0002 dynes/
em? sound pressure level at a variety of freguencies.

b. Other acoustic sznsors are celibrated using a
portable oscillator, bati{ery-powered amplifier, and
trumpet. Using this equipment, = sound field is set
up in che viecinity of the item to be calibrated. The
sound field is measured using a celibrated sound level
meter. The field is probed all around the item to
assure uniformity of field. Annotation is made of the
sound pressure level used.

¢. In both cases gbove, the setting of the record-
ing level control, i.e. the sound level meter, is an-
notated.

T D

5. Derived Calibrations:

In some cases it is not possible to put a primary
acoustic calibration signal on eech reel of tape. “or
example, in the particular case for vhich the procedures
illustrated here were written, the test could not be
holted once underwsy. Thus, it was necessary tc estab-
lish derived calibretions on each reel of tape. These
derived calibrations can be relsted in level to ‘the over-
all accustic signals. Therefore, on the calibration
tape, in addition to the overall acoustic signal, a 250
F Hz square wave (from the square wave calibrator) was re-

corded. (To cover a broader range, 25 Hz and 2500 Hz
wave also could have been recorded.) This same signal
was subsequently recorded on each reel of tape when i%
was not possible to perform the acoustic calibration.
By once establishing the relationship between square
wave level and acoustic signel level from the calibra~
tion tape, one can derive acoustic signal levels for
all subsequent tapes. The square wave signal has an-
other purpose in that a spectrum analysis of the sig-
nal when compared with the theoretical relationship be-
tween the harmonics of a square wave will indicate the
rrequency response of the data recording system.

Ugabt \ o
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6. Voice Annotation of the calibration procedure which
vas used and the method which is to be followed in
data reduction to establish true sound pressure levels.

A Test Operation Procedure is prepared for the actual test,
itself. Tt is invaluable in essuring uniformity in methodology
and also serves as & checklist of things to do on each reel of tape.
The key portions of the procedure are:

1. Voice Annctation of:

a. Test Designation and Classification of Tepe
b. Purpose of the Test

c. Identification of Reel Rumber in the Series
d. ILocation of Test and Test Site

e. Date

f. Time

g. Recorder Identification
(1) Make
(2) MNodel

(3) Serial Number
(k) Recording Speed
(5) Track Identification
h. Sensor location, i.e. Height, etc.

2. Secondary Calibration using the Square Wave Cali-
brator track-by-track

3. Identification of Sensors:

Each sensor is connected individually to the re-
corder and ideatified as to location, ete. by spesk-
ing into it or causing it to respond in some way. This
gives a positive identification on the tape as to which
sensor 1is which regardless of possible later discrepan-
cies in tape markings or handling. Merkings on the
tape reel alone are insufficient since it is possible
to transfer the tape to a different reel which may have
erroneouc or inapplicable markings. While each sensor
is being identified directly, a voice ccommentary is made
to identify the sensor and the entire associated data-
gathering ckain.

4. Overall Accustic Calibrations:

Same as Step ¥ in the Calibration Procedure.
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5. Annotation:

a. Personnel at Site
b. Description of Site
(1) Terrain
(2) TFoliage
(3) Local anomalies
(1) Veather conditions
(5) oOther pertinent data

6. At this point the site is ready for date gathering
and informs Central Control of the fact.

7. Tkis procedure should be follow=d for each reel

of tape taken during the test. If .his is not possible
due to time limitations, at least the first two steps
must be performed for each reel. The entire procedure
is then performed once at the beginning of the day's
testing and again at the end.

C. Equipment and Fersonnel Requirements

During tle planning phase of the test, after the purycse has
been established, the equipment required for the exercis. is detei~
mined and rwade ready for the field. An Equipment Checklics: (shown
in Appendix C) is made up for each site. Using it assures tiat
missing, defective, or insufficient equipment is recognized at a.
early stage in the mission in time for remedial gathering missions.
Special requirements arise on occasion which are not included on
the genersl list. These are added as needed and the list revised.
When the time arrives for deployment to the sites, each site cap-
tain uses the checklist to load his equipment. If this list has
been properly prepared, each site should be self-sufficient for
ordinary operation and also for those contingencies which have teen
anticipated by experience and careful preplanning.

At this point, it is time to determine the persconnel re-
quirements including any local assistance that may be available.
The best approach is to list the tasks and assign personnel and
dates and times to each task. For the actual test, itself, three
persons per site are desireble. Occesionally four ore reguired
and sometimas two per site ere sufficient. In genersl, one per-
con is needed ror every rour tracks of recording to handle the
monitoring and the recording level adjuctments. If the data to
be recorded will necessitate frequent and/or uaforewarned changes
in recording level {such as would be the case with unscrirpted
aircraft tests), it is best to plan on one man fur every two
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tracks of data. One man is required to keep the writtven detailed

field 1ng (Appendix D). If tke lccation and testing require the
use of a "spotter," another man must be added to the roster.

Regardless of other considerations, safety dictates that a
single man should never be left in the field alone. Under diffi-
cult Jungle conditions, two men are needed to calibrate the micro-
phones, which means & minimum of three people per site required.
However, some of the tasks, such as keeping the field log and
spotting do not require techanically treined personnel, and it
may be possible to use such local assistance as might be avail-
anl» at a military base.

The above requirements are based on a test of relatively
short duration. If the test is pitanned to continue for more
than 12 or 1% hours on a single day, or will exceed an 8-hour-
per-day-average over several days, backup teams should be pro-
vided. This is especially the case if the tests are performed
under severe conditions such as in a jungle environment in the
rainy season. If the tests are to continue over a period of
several months, the teams should be rotated at reasonable inter-
vals, typically every two to four weeks depending upon field l
conditions. It must be remembered that situations change rapidly
during tests and the field team is called upon to mske rapid
end accurate decisions concerning the conduct of the test, opera-
tion of the equipment, and performance of the measurements. If
the personnel. are strained beyond reasonable capacity, their
alertness will suffer affecting their accuracy end efficiency.

D. Schedulingz the Tasks

A1l of the above planning and preparation should be done
before deployment to the field. This presuppnses a sufficient
period of time between the initiation of preparations and the
test itself. The time required for adequate preparation will,
of course. depend upon the type of test involved, similarity
to past tests, and expected duration. In general, however,
at least a two-week period should be set aside for preparation.
If an entirely new field of exploration is to be opened, a
period of four weeks or even longer should be planned for ade-
quate organization.

Based upon the test plan which has been drawn up, a .
schedule of events should be prepared. Designating the day
of commencement of the test (COMEX) X-Day, a dry run including
system calibration should be performed on dey X-minus-1l. It
is preferable to have all work finished by noon of day X-1.
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A last-minute briefing should be held early that afternoon

and the rest of the day devoted to laying out the cables and
testing them for continuity, RF pickup, noise, ete. If there
are extensive amounts of cable to be laid, or if the terrain

is especially severe, one or two extra days should be set aside
for this task. On day X-2 the equipment should be packed

4 according to site and in accordance with the checklist pre-
pared previously. It will then be ready for deployment on day
X-1. Previously erranged suitable security measures for the
equipment should be placed in effect by noon of day X-1. The
sites for the sensors should be selected tho dey before be-
ginning laying of the ceble, i.e. day X-3 or sooner. A check
that the ceble has been properly leid shouwld ve made the after-
noon of day X-2.

w e Al il el B et o

In locating the sites, due care must be taken of the
acoustic propagetion expected between the sound sources and ;
: the sensors. For example, a different arrengement may be
: needed for studyving propagetion luss than when accumulating
' signature deta on vehicular noise. The trees or locations for j
] hanging the sensors can be blazed with suitable cloth or string. ,
At the time the sites are plenned, e map of each site should be
prepared. The distences {rom the sensors to benchmarks which
can be found on master maps should be measured and noted. A
vertical. diagram of sensor deployment should be made, and Po-
laroid pictures of the terrain should be taken.

In addition to the site preparation, there are many sup-
porting operations which must be arranged in the days before
COMEX. These include communications between members of each
site's data-gathering team, and between each site and a central ,
clearing headquarters. Further, transportation to the sites ;
must be provided as well as food, shelter, and suitable cloth- '
ing for the personnel involved in the site activities. Shelter i
% may be in the form of a tent, van, or station wagon large enocugh

Ko e

to house the equipment. Both the men and equipment must be
adequately shielded from sun and rain. The logistics of trans-
porting the men to the various sites on the day of the test :
must be carefully studied in advance. In general, a strict :
schedule must be adhered to and planning and teamwork are of
the essence,

E. Implementing the Plan

During the aftf,ernvon of day X-1., a briefing should be held
to alert the team to eny last-minute changes, and to go over
the test script if one is availeble, or, if not, to discuss
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the types of signals which are likely to be encountered dur- !
ing the test. Depending upon the types of signals to be re- 3
corded, the leader will instruct the team concerning the best
recording level to be used. For example, if impulsive sounds
are expected, or if the sound pressure level is expected to

rise abruptly without wearning, he may instruct the team to

leave 20-30 B of neadroom in setting ambient recording levels.

On the other hand, if the recording is of a2 siowly varying sig-

nal such as the ambient, he may instruct them to leave oniy

10 dB headroom. He may alert the team to any special logging

requirements which may be appropriate to the particuler data to

be taken. In general, this is the time egain to go over any

deviations from the normsl procedure.

On X-day, the teams should be transported to the field &nd
in position at least one hour hefore COMEX. If possible, a
two-hour period should be prescribed. This gives the team &
reasonable opportunity to calibrate the equipment properly,
meke appropriate annotations, and call for replacements on any
equipment which might prove defective at the very last moment.
Any "extra" time will be useful for preparing labels to go on-
to the reels of tape as they are recorded. During the actual
test the field operators will be kept extremely busy setting
recording levels, monitoring the quality of the recordings
aurally, and keeping correct logs.

Besides logs cf events as they occur, the teams should keep
logs of equipment failure. In the severe environment and with
the handling under which the data-gathering equipment operates,
failure rates are apt to e guite high. It is important, there-
fore, to know what type of equipmert is failing and in what way
it is proving defective so that appropriate steps may be taken
to improve its reliability in the future.

As soon as possible after the test, a debriefing should be
held by the team leader to cull the information required for an
accurate trip report. This session should cover any difficul-
ties each team encountered, the steps taken to remedy them,
any deviations from the plen which were necessitated, coments
as to the quality of the recordings, suggested ways of improv-
ing the quality of the recordings on future tests of a similer
neture, ete.

On the day of the test, the team leader should be in ready
communication with the site teams and with the exercise direc-
tors. Dacisions which cannot be made 2t the sites by the team
members are referred to the team leader, who may have to visit
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the particular site to investigete a problem at hand, deliver
back-up equipment, etc. At the end of each day's exercise(s)
all of the recordings are delivered to the team lesder. Prior
to X-Day, arrangements should have been made concerning the
disposition of the recordings such as storage and/or traus-
portation to their finsl destination, with special care given
to the handling of any classified materisl. The tapes should
be protected preferably with shielding cans to prevent acci-
dental demagnetization. As an emergency measure, a few inches
of air space (at least four inches) around the tapes will help
if cans are not available and the stray fields ere low.

From the timetable outlined above, it becomes clear that
the field team should be at the testirg area from three to
seven days in advance of COMEX, depending upon the extensive-
ness of the testing and the advance preperation which might be
reauired.

F. Communications

Second in importance only to adequate planning, is good
field communications. Regardiess of the high degree cf prior
planning and scripting, it 1s virtually impossible for the test
to go exactly according to plan. For this reason alone, commu-
nications betwezn the field teams and headquarters are essen-
tial if successtul signal gathering is to be accomplished. Com-
munication by field radio is convenient, however, a fairly large
number of rad.os are required and may nct be available at a per-
ticular site. Further, there may be a question of compromising
security when the radio is used. In such a case, the answer may
be wired rield telephones. If these are to . be employed, suffi-
cient lead time must be left to allow communicaticns lines to be
strung.

In addition to requiring communications teo accommodate changes
in program plen, the field team ma2y need a virtually continual
communication link for certain types of tests. For example, if
the purpose of the test is to record overflights of aircraft
in a dense jungle, it may be necessary to give each team notice
that an overflight is imminent Jjust prior to the action so that
they can adjust recording levels and identify the particular air-
craft. Unless so alerted, it is sometimes difficult to tell that
an aircraft is approaching until it is practically divectly over-
head. By this time the tepe is severely overloaded and the data
has been lost. However, such continuous notification can put a
severe strain on the communication link if it is expected to servz
other purposes as well. Thus, it may be necessary to allocate a
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communications link exclusively to the data gathering teams. i
Alternately, spotters for each team can be provided with field

telephone communications at their site. Whichever form it

tekes, adequate communications must be furnishked to permit

success of the data gathering mission.

1.6 FIELD LABORATORY PROCEDURES

A f£ield laboratory is provided for the checkout and mein-~
tenance of the field equipment. Even for the shortest of tests,
it is good practice to thoroughly test the data gathering system
before deployment to the field since calibration can be upset
during transportation from the home base. The need for a field
leboratory is even greater when the testing program extends over
a8 considerable period of time. Here, the laboratory should be
suitably equipped for repair and maintanance of equipment as well
as checkout.

In addition to initisl checkout prior to the first day of
testing, all equipment shculd be cleaned and tested as soon as
possible after the exercise. During lengthy data-gathering
missions, double sets of equipment may huve to be provided so
that one set may undergo maintenance procedures while the other
ieg in use. Additional people msy also be required to perform
the procedures.

In Appendix E, calibration procedures are given for the
sound level meter, preamplifier and microphone. Besides msin-
tenance of this eguipment, the most critical function of the
field laboratory is the maintenance of the tape recorders.

Being an electromechanical device, the tapg recordexr is excep-
ticnally prone to malfunction in the field. It must be scru-
pulously cleaned, heads must be demagnetized, &nd mechanical
components such as drive belts checked and periodically replaced.
Besides this mecharical upkeep, the tape recorder's sophisticated
electronics design necessitates a careful checkout of its record
and reproduce electronics. To fuliy check out and adjust a tape
recorder and associated field equipment requires at least a Tull
eight-hour day.

In addition to maintenance of equipment, battery storage and
recharging facilities are meintained in the field laborstory. The
recharging cycle for a nickel-cadmium battery is 13 hours. It can
be ceen that several sets of baiteries and recharging facilities
are required if this type of battery is used.

When accumulating data in a very humid environment, a desic-

1-3k




rﬁ\rﬂ " Nanthiicad Ao ™ e oy ar— ~ T - - I Y

NADC-AWG-SU

bl

1.6~1.7

cator and a supply of disiccant should be inciuded in the field
laboratory equipment. This can be used to dry ou microphones
and high impedance circuite such as are found in ths preamplifirrs
and sound level meters.

Especially, during long Aata-gethering missions it is aavis-
able to provide the field lasboratory with sufficient date reduc-
tion equipment to take a "quick look" at the data being received
1 from the field. On the basis of this preliminary reduction, plans
can be modified or key aspects of the test repeatel as required
to assure accurate and reliable data.

1.7 WRITTEN FIELD FROCEDURES

Representative field procedures are appended as follows:

Appendix A: Field Calibration Procedure

Appendix B: Field Test Operation Procedure
Appendix C: Field Equipment Check List

Appendir. D: Fieid Log

Appendix E(1): Before-Use Equipment Checkout and Cali-

bration for Sound Level Meter

Appendix E(2): Befcre-Use Squipment Checkout and Cali~
bration for Preamplifier

Appendix E(3): Before-~Use Equipment Checkout and Cali-
bration for Microphone
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CHAPTER TWO: DATA ANATYSIS AND REDUCTION

2.1 INTRODUCTION
A. ose

The purpose of this chapter is twofold: (1) to discuss in
broad terms the appropriate factors to be considered in data
reduction and analysis; and (2) to describe, with examgles,
many practical ways in thich data can be manipulated into for-
mats useful to an analyst. While the mathematical relation-
ships for the various data transformations are stated, it is
not the purpose of this chapter to validate these relationships.
Such validations are available in many standard texts, some of
which are referenced. Finally, while most of the discussion
in this chapter is oriented to audio-frequency data, with ap-
propriate scaling factors the techniques are equally adaptable
to seismic, infrasonic, ultrasonic, and similar phencmena.

B. General Aspects of Data Reduction and Analysis

Data acquisition, reduction, and analysis should be viewed
as an integrated process. One begins with the establishment of
realistic objJectives and the formulation of hypotheses and plans
respecting the type of data acquisition and reduction that will
be required as described in chapter 1. Such preparatory work
enables the analyst to proceed with dispatch to the task of pro-
cessing the data as soon as it becomes available. The results
of an acousticel data-acquisition mission are usually contained
in one or more reels of tape, supplemented by plans, logs and
debriefings of the data-acquisition teams. The actual task of
data reduction and analysis can be said to begin at this point.

1see Chapter 1, pp. 1-23 to 1-3k.
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Almost invariably, the first task of the analyst is to per-
form & preliminary overall review of the newly acquired data, to
classify it in accordance with various categories and priorities,
and then to proceed to "reduce it," that is, to transform it into
compact and managesble formats in order to extract from it the
need=d informetion. The task of categorizing and evaluating data
reruires considerable experience and judgment which cannot be
spelled out in procedural detail. The general principles, how-
ever, are summarized in subsection 2.1.C. The successful outcome
of a data mission is often ensured by proper utilization of date
in these various categories.

Because the results of -analysis often lead to the design
of electroacoustical or electronic devices, the data is usually
reduced in terms of its frequency and/or time-domain attributes,
which provide essential information to the equipment designer.

A considerable portion of this chapter is devoted to the various
frequency and time domein data-reduction procedures that have
been applied successfully to the tasks of the Acoustical Working
Group (AWG).

Often, the resulits of frequency dcmain and time-domain anal-
ysis suggest the neces.ity of employing special data-reduction
techniques or apparatus for the detection and acquisition of the
targets of interest against background noise or other interfering
phenomena. Cogent among these are the temporal correlation of
signals received by two or more spaced-apart transducers; or com-
parison of signals received by coincident transducers with dif-
ferentiel directional characteristics; or the use of special di-~
rectional arrays which augment the S/N in certain directions; and
even demcdulation methods which reveal the existence of sonic
phenomena which might not have been acquired with conventionally
available acoustic detectors. The varieties and configurations of
such special techniques end devices are limited only by the skill
and inventiveness of the analyst and the designer; some of these

devised during AWG tasks are outlined in Section 2.6.

It should be noted that the terms "reduction" and "analysis"
sometimes have been used interchengeably. The term "frequency
analysis" is deeply ingrained in the language of the mathemati-
cian to denote reduction in the frequency domain, and we have
respected this tradition in the preparation of this chapter.

The term "data reduction" usually involves the prccess of for-
mulating or plotting mathematical concepts in the time domain.
For exemple, a time series representing sound-pressure level
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may be "reduced" in terms of its peak-level envelope as & func-
tion of time, or in terms cf intensity variation of its fre-
quency ettributes as a function of time. As a last step after
data reduction, data analysis is employed to apply these results
to the solution of the problem at hand.

A useful tool for the analyst and the designer is a mathe-
matical model of a signal, or a background noise, or a data-
acquisition detector, etc., which allows the performance of the
system to be analyzed by means of s computer. In a text of this
nature, the complete range of modeling techniques cannot be fully
explored; however, models of the simplest concepts employed in
the work of the AWG are given toward the end of the chapter.

C. Categorization of Data

1. Primary Data

Data reduction, as defined in the previous subsection, is a
process of transforming raw date into other formats, the pur-
pose being to produce formats that are more easily related to
objectives than are the originsl data. To begin with; let us
consider the primary data. Primary date is the physicel data
directly related to the otjective. It is that data which is
reduced and analyzed to achieve the objective.

Two general types of data are processed: time-ordered data
and time-random data. For the most part, the AWG-acquired data
was time ordered. The distinction between the two types is
that for the time-ordered data there is useful information in
the exact sequence of values encountered, whereas for time-random
data there is no such useful information.

To illustrate time-ordered data: the sound oui.ut of a gas-
soline engine exhibits, with time, certain interesti.i- cyclical
sound outputs that would be destroyed if one were to u+3troy the
sequence of instanteneous sound outputs; at the same tiw:, how-
ever, the frequencies cf the major cyeclical components ar: not
constant, but instead wander in some random fashion. In ccu-
trast to this type of data, if one were to measure the detectisn
ranges of an acoustic-detection system working against a given
target, the sequence of ranges obtained for sequential target
runs would constitute time-random data. No information would
be destroyed if the sequence of ranges were changed.

The reductions (transformations) for time-ordered data
should preserve pertinent aspects of the original sequencing
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information, since such information in these signals is useful.
There are two general types of transformation possible: (1) a
transformation that destroys no information in the original--
this is a one~to-one type of transformation; and (2) a transfor-
mation that destroys information in the original data--this is
a many-to-one type of transformation. In the first type of
transfcrmetion, one can combine the transformed data to recon-
7 struct the original date in its entirety. The Fourier Trans-
form (see subsection 2.2.C.) is theoretically a one-to-one
transformation since a given set of Fourier components, suit-
ably combined, produces a unique original signal. In practice,
3 this is only approximaetely true, since one would have to take
an infinitely long date sample and reconstruct it with en in-
finite set of oscillators to exactly transform the data. In-
asmuch as one customarily selects only a segment of data for
anelysis, an exact transformation is not obtained.

In the second type of transformation, one cannot combine ‘
transformed data to produce a unique original signal. The power- i
spectral-density transformation is an example of the second kird
of reduction. A given power-spectral density does not corre-
. spond to a unique original signal, but instead pertains to many.

Signals to be reduced may contain unique time-ordered in-~
formation in many aspects, either of waveform shape or of wave-
form parameters derived from the signals. Waveform shapes in-
volve sequential details in the instantaneous signal values,
or in composites of these details, like envelopes. Time-domain
reduction is often used to process waveform-shaped signal aspects.
Waveform parameters are items such as peak-to-average ratios,
ms values, pheses, ete. Informetion-destroying reductions high-
light particular signal aspects by eliminating extraneous aspects,
thereby allowing one to focus attention more easily on the cig-
nificant features.

e i s it

2. Calibration Data

Calibration int'cmuation is required to ascertain absolute
dimensions of data. For example, suppose one requires that the
voltage analogs of sound recorded on magnetic tape be scaled in
terms of sound pressure level. This is made possible, in con-

venient form, by recording a signal of known sound pressure on
each reel of tape to be analyzed.

System performance validation data is a part of calibration
information. It is introduced into test procedures to ensure
that the date characteristics are valid and not due to the par- !
ticular data acquisition and reduction techniques. Good vali-

QSee Chapter 1.
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dation data is absolutely necessary to resolve anomalies arising
in data reduction.

The validation data contains test data on the acquisition
system to determine its limitations and usefulness. Such data
is usually ecquired in the laboratory both prior and subseguent
to the field tests, end also in the field during the test. Among
other things, this data includes such items as acquisition sys-

tem bandwidth, dynamic range, noise level and frequency stability.

The data should validate the fact that established system perfor-
mance has not changed during the test, or it should provide the

necessary correction information for those system changes which
do occur.

3. Test Procedure Data

Test procedure data is teken to provide the means for proper
interpretation of the results of data reduction. Without good
test procedure data, one cannot recheck, interpret, or extrapo-
late the results of a given test.

The test procedure data inciudes the detailed test plaw =ar?
the time correlation of the test events with other test date. T
illustrate, if certain targets are run, information should be re:
corded@ on model number, speed, altitudes and other aspects _hat
would uniquely characterize the target. Information on envisor -
ment, acquisition system settings, unusual test factors, for <.
ample, are also of importance during the reduction. The adsence
of these procedure data limits, at best, the use of good primery
deta and, at worst, renders it useless.

The process of categorization of data as outlined above as-
sists the analyst with the planning of the data reducticn tasks
ard ensures that the reduced data can be reliably applied to the
solution of mission objectives.

D. Definitions and Units

To avoid misinterpretations, the following terminology is

used hereafter. The reader is referred to ANSI Standard S1.1-1960
for a complete listing of acoustical terminology and definitions.

Periodic Quantity. A periodic quantity is an
oscillating quantity whose values recur for
certain increments of the independent variable.

Note 1: If a periodic quantity v 1s a func-
tion of t, then

v = Ht) = Nt + T)

vhere T, a constant, is a period of v.
2-5
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Primitive Period (Period). The primitive period
of & periodic quantity is the smallest increment
of the independent variable for which the func-
tion repests itself.

Note 1: If no ambiguity is likely, the prim-
itive period is simply celled the period of the
function.

Frequency. The frequency of a function periodic
in time is the reciprocal of the primitive period.
The unit is the Hertz (Hz).

Angular Fregquency (Circult- Frequency). The angu-
lar freguency of a periodic guantity, in radians
per unit time, is che frequency multiplied by 2w.
The usual symbol is w.

Peak-to-Peak Value. The peak-to-pesk value cf an
os2illating cquantity is the algebraic difference
between the extremes of the quantity.

Phase of a Periodic RQuantity. The phase of a
periodic guantity, for a particular value of the
independent variable, is the fractional part of
a period through which the independent variable
has advanced, measured from an erbitrary refer-
ence.

Harmonic. A harmonic is a sinusoidal guantity
having a frequency that is an integral multiple
of the frequency of a periodic quantity to which
it is related.

Ambient Noise. Ambient noise is the all-encom-
passing noise associated with a given environment,
being usually a composite of sounds from many
sources near and far.

Random loise. Random noise is an mscillation
whose instantaneous magnitude is not specified
tor any given instant of time. The instantaneous
magnitudes of a random noise are specified only
by probability distribution functions giving the
fraction of the total time that the magnitude,

or some sequence of magnitudes, lies within &
specified range.
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Specirum. 7The spectrum of a function of time is
a description of its resolution into components,
each of different frequency and (usually) differ-
ent amplitude and phase.

Spectrum Density (Power Spectrum). Tb> spectrum
density of an oscillation is the mean-square am-
plitude of the output of an ideal filter with
vnity gain responding to the oscillation, per unit
bondwidth; i.e., tone limit for vanishingly small
bandwidth of the quotient of the meen-square am-~
plitude divided by the bandwidth.

Line Spectrum. A line spectrum is & spectrum
whose components occur at a number of discrete
frequencies.

Continuous Spectrum. A continuous spectrum is
the spectrum of a wave the components of which
are continuously distributed over & freguency
range.

Microbar, Dyne per Square Centimeter. A micro-
bar is a urnit of pressure commoniy used in acous-

tics. One microbar is equal to 1 dyne per sguare
centimeter.

Sound Pressure. Thae sound pressure at a point
is the total instantaneous pressure at that
point in the presence of a sound wave minus the
static pressure at that point.

Maximum Sound Pressure. The maximum sound pres-—
sure of any given cycle of a periodic wave is
the maximum absolute value of the instantaneous
sound pressure occurring during that cycle.

Pesk Sound Pressure. The peak sound pressure for
any specified time interval is the maximum abso-
lute value of the instantaneous sound pressure in
that interval.

Effective Sound Pressure (Root-Mean-Square Sound
Pressure). The effective sound pressure at a
point is the root-mean-cquure value of the in-
stantaneous sound pressures, over 8 time inter-
val at the point under consideration. In the
case c¢f periodic sound rressures, the interval
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must e an integral number of periods or an in-
terval that is long compared to a pericd. In
the case of nonperiodic sound pressures, the in-
terval should be long enocugh to make the value
obtained essentially independent of small changes
in the length of the interwval.

Sound Enerpy. The souné energy of 2 given pari
of a medium is the total energy in this part of
the medium minus the energy which would exist
in the same part of the medium with no sound
waves present.

Sound Intensity (Sound-Energy Flux Density)
{Sound-Power Density). The sound intensity
in a specified directicn at a point is the

average rate of sound energy transmitted in
the specified direction through a unit area
normal to this direction at the point con-

sidered.

Level. In acoustics, the level of a quantity
is the logarithm of the ratio of that quentity
to & reference quantity of the same kind. The
base of the logarithm, the reference gquantity,
and the kind of level must be specified.

Sound Pressure level. The sound pressure level,
in decibels, of a sound is 20 times the logarithm
to the base 10 of the raiio of the pressure of
this sound to the reference pressure. The ref-
erence pressure shall be explicitly stated.

Note 1: The following reference pressures are
in common use:

(a) 2 X 10-¥ microbar

(b) 2 microbar
Reference pressure (a) is in general use for meas-
urements concerned with hearing and with sound 7..
air and liquids, while (b) has gained widespread
acceptance for celibration of transducers and vari-
ous kinds of sound measurements in liquids.

Band Pressure Level. The band pressure level of
a sound for a specified frequency band is the
sound pressure level for the sound contained with-
in the restricted btand. The reference pressure
must be specified.

Note: The band may be specified by its lower
and upper cutoff frequencies, or by its geometric

2-8
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center freguency and bandwidth. The width of the
band may be indicated by a prefatory modifier; e.g.,
octave band (sound pressure) level, half-octave band
level, third-octave band level, 50-Hz band level.

Spectrum Level (Spectrum Density Level). The spec-
trum level of a specified signal at a particular
freaquency is the level of that part of the signal
contained within a band 1 Hz wide, centered at the
particular frequency. Ordinarily this has signifi-
cance only for a signal having a continuous distri-
bution of compenents within the frequency range under
consideration. The words "spectrum level" cannot

be used alone but must appear in combination with a
prefatory modifier, e.g., pressure, velocity, voltage.

Sound Level. Sound level is a weighted sound pres-
sure level, obtained by the use of metering charac-
teristics and the weightings A, B, or C specified
in American Standard Sound Level Meters for Meas-~
urement of Noise and Other Sounds, Z24.3-194k4. The
weighting employed must always be stated. The ref-
erence pressure is 0.0002 microbar.

Transmission Loss. Transmission loss is the

reduction in the megnitude of some character-
istic of a signel, belween two stated points

in a transmission system.

Microphone. A microphone is an electroacoustic
transducer that responds to sound waves and de-
livers essentially equivalent electric waves.

Pressure Microphone. A pressure microphone is
a microphone in which the electric output sub-
stantially corresponds to the instantaneous
sound pressure of the impressed sound wave.

Directional Microphone. A directional micro-
phone is a microphone the response of which
varies significantly with the direction of
sound incidence.

Directional Resvouse Pattern (Beam Pattern).

The directional response patiern of a trans-
ducer used for sound emission or reception is
a description, often presented graphically,
of the response of the transducer as a func-
tion of the direction of the transmitted or
inecident sound waves in a specified plane and
at a specified frequency.

2-9
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2.2.4
2.2 THEORY AND PRACTICE OF DATA REDUCTION AND ANALYSIS

A. Introduction

While man lives in a time-domain werld, the recognition of
many natural and man-made sounds is based upon the repetitive
aspects of the time series. Such netursl menifestations can be
identified in the song of a bird, in the cry of eun animal, or in
the aeolian tones caused by wind passing through the branches of
a tree. Most man-made sounds such as the cyclic repetitiveness
of a truck engine, the whine of 2 saw mill and the humming of
power lines can be usefully and conveniently recognized in texms
of repetition rate, or in the frequency of energy interchange be-
tween the potential and kinetic states.

Data reduction consists of the extraction of salient fea-
tures from the raw data. There are two principal types of data
reduction--reductions in the frequency domain {usually called
frequency analysis) and reductions in the time domain (to be dis-
cussed in more detail in the following sections). From the util-
ization of both types of date reduction, information is gained
about the phenomenon which allows it to be wore fully character-
ized and understood. As a result of this data reduction, identi-
fication and categorization of the occurrence from its acoustic
signature can be made.

By transforming the data into the frequency domain, using
the techniques describad in subsections 2.2.B, C, D and E, one can
identify the regions o. maximum energy concentration. Often, a
distinctive "signature" which is characteristic of only one type
of phenocmenon is evident. In this case, the source of the data
can be identified. In other cases, it is impossible to determine
the precise origin of the data and yet, through frequency analysis,
the most appropriate bandpass characteristics for sensor equip-
ment can be determined. This allows optimum reception of one type
of data with rejection of other types. By identifying tue desired
type of signal and the undesired types as noise, one can improve
the signal-to-noise ratio of the senscr system.

Specific types of occurrences can often be identified by
their signatures in the time Jdomain as well. The rate of in-
crease and/or decrease in signal level, whether it be of the
instantaneous signal itself or the signal envelove, it often a
clue to the identification of the signal. Similarly, the rates
of change of signal in the time domain can be used to design
circuits which will sevarate the desired signal from the suvr-
rounding noise. As & result of time-domain analysis, automatic
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gain~contrcl constants as well as post-detection filtering time
constants can be determined.

Whether it be in the time or freaquency domains K the tech-
niques of data reduction in both their theoretical ani practical
aspects will be covered in the following sections. Very fre-
cuently, the methods used to reduce the data have serinus effects
upon the data itself and the conclusions to be drawn from the re-
duction. These occurrences will be discussed, 85 well as the in-
terpretations which should be applied to the results of data re-
duction.

B. Fourier Series3

In general, periodic data stemming from natural occurrences
can be analyzed into a8 sequence of harmonically relsted f:requency
components. The date which nsturally occurs &s & tire series e.g.,
sound pressure as a function of time. t, can thus be converted in-
to a frequency series, e.g., sound-pressure level as a fuvaction of
frequency. Such a transformation from the time domain into the
frequency domain is acccmplished by Fourier Analysis. Assuming
that the time series is deterministic, i.e., that its behavior is
predictable in the form of & mathematical equation and that it is
periodic {the funciion repeats identically and regularly every T
seconds}, ‘the transformatica into the frequency domain yields a
diserete series of components at o fundamental frequency, fg, equal
to 1/T and hermonics thereof. The phenomenon can therefore be com-
pletely specified for ell time by & series of the form

x(t) =2 + z fan cos 2mn(t/T) + b, sin 2mn(t/T)]  (2-1)

2
n=1
where the Fourier coefficients a, and b, are giver by
> T
a, = -?; X(t) cos 2wn(t/T)dt n=0,1, 2,..... (2-2)
o]
and
2 f7T
b = - X(t) sin 2an(s/T)at n=1,2,3,..... (2-3)
o]

where 20W/T is the fundamental angular frequency, t, and where the
anguier frequency of harmonic components, w,, is 2ma/T,

3See, for example, Mischas Schwartz, Information Transmission,
Modulation and Yoise, MaGraw-Hill Book Company, Inc., 1959.
2-11
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2.2.B

Alternately, the Fourier Series given in Eq. (2-1) can be

rewritten as
(-8

x{y) = e, +Z ¢ cos [2mn(t/T) - Gn] (2-1)
n=
where
ey = a°/2
end
¢ =’Va2+b2 n=1,2, 3,00.... (2-5)
n n n
o, = tan~1 (b, /a;) n=1,2, 3;...... (2-6)

from which we can say that any periodic time series can be ex—~
pressed as the surmation of a steady-stace or d-c term (co) and
harmonically related oscillators of frequency f_ = n/T, ampli-
tude ¢, and relative phase angle 6,. An alternage form of the
Fourier series, which is frequently used, is in exponential nota-
tion. It can be shown resadily that Eg. (2-1) is equivalent to

o

X(t) = Z a_ exp[jem(t/T)] (2-7)

vwhere -

dp =1 [ “X(t)expl-j2mi{t/T)]at (2-8)

o

Data which can be transformed identically into a Fourier
Series are called Periodic Quantity. (Simple Periodic Quantity
refers to a pure sinusoidal signsl--a rare occurrence in nature.)
An example of this type of &ata Is the sound or vibration from
a reciprocating engine. Assuming that the engine has been oper-
ating from a1l time and will continue to operste for all time--
an impossible but nevertheless practical assumption for any rea-
sonable data period--the data can be identically transformed
from the time to the freguency domain by a Fourier Series since
all the data is harmonically related.

Data which stems from multiple sources may not be complex
periodic even if the signals from each of the sources is complex
periodic. For example, consider two nonsynchronized reciprocating
engines such as on an aircraft. Each engine produces date which

2-12
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is complex periodic. However, if the ratio of the fundamental

reriods is an irrational number, the fundamental period of the

"beats" will not be a subharmonic of the fundamental period of

the engine, and so a Fourier Series cannot be built on the beat

F frequency as a furdamental. Such data is called "almost-periodic."
Although it is not possible to completely describe such data with
a Fourier Series, useful information on the relative strengths of
the signal lines can be obtained. That is, it is possible and
useful to describe the data as a series of lines at nonharmonical-

1 1y related frequencies. However, it will not be possible to es-

’ tablish the phase relationships of the various components with
respect to the time reference and so it is not possible to return

1 to the time domain frcm the frequency domain.

-

c. Fourier Integral

As set forth in the previous section, data stemming from
periodic occurrences can be transformed from the time domain to
the frequency domair by expansion into a Fourier series based
upon the reciprocal of the period as the fundamental frequency.
This series is made of discrete lines at the fundamental fre-
quency and its harmonics. All of the signal energy is concen-
trated at these discrete frequencies, and asually there are only
a finite number of them. Thus, one can say that c12/ch2 per-
cent of the total energy is at the fundamental frequency, c22/
ch2 percent at the second harmonic, c32/2cn2 percent at the
third harmonic, etec.

|
v
i)

hiad e ad

Frequently, the data to be anslyzed stems from a transient
phenomenon? which has a finite duration and-does not repeat it-

The commonly uséd term "% n-th harmonic distortion" refers

to the % amplitude, and not the % total energy of the complex
signal, and it is equal to the square root of the percentages of
the total energy as defined in this paragraph.

> Actually, since no phenomenor has continued from t = —o
and will continue to t = +o, all natural data is "transient."
However, if the data has existed and will exist for many periods.
the assumption of infinite duraticn is justified for all practi-
cal purposes, and the Fourier series is appliceble. The non-
infinite duration reflects itself as & “broadening" of each spec-
tral line into a.E%%Jﬂ pulse. The width of the “broadening" is

inversely proportional to the duration of the phenomenon. Thus,
if the phenomenon occurs for an arbitrarily large number of
periods, the width of the line and the subsequent evror can be
made erbitrarily small.

2-13
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self, even if within the event there may be oscillatory functions.
Since there is no period to form the basis of the series, one
cannot expand the data into a discrete Fourier series. Examples
of clearly transient phenomena are the backfire of an engine
(considerad by itself), the report of a gun, or 2 supersonic boom.
The amplitude-time history of these phenomena can nevertheless

be transformed into the amplitude-frequency domain by the Fourier
Integral. The transformaetion, rather than resulting in a series
of discrete lines, yields a continuum of amplitudes versus fre-
quency. The form of the Fourier Integral is similar to that of
the series with the summation going to an integration. Customarily,
the exponential form is used. Thus, the phenomenon is described
by

y(t) = L Y(jwjedwt dw {2-9)
an
-00
where the Fourier transform Y(jw) is in general complex and is
given by o

Y(jw) = y(t)e=dwt at (2-10)

The complex transform i?Jm) can be expressed as a real modulus and
exponential argument. Thus,

¥(gw) = [¥(j0) § eI8(®) (2-11)

where IY(Jw)l is the amplitude spectrum of the transformation and
6(w) carries the phase information.

Although one cannot speak of the energy of a specifie har-
monic when dealing with the transient phenomenon, one can speak
of an amplitude or energy density as a function of frequency.
Thus, one can identify regions of energy concentration,rates of
rolloff, ete. From this information, system bandpass requirements
for optimum signal-to-noise ratios can be established.

D. Signal Characteristics in the Frequency Domain

1. Ideal Signals

Signals which occur in an ideal world fit into seven basic
categories. All signals are made up of combinations of these
seven basic types. The seven are: stationary periodic, sta-
tionary complex, quasi~sinusoidal, stationary random, transient,

2-1k
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non-stationary periodic or complex, and non-stationary random.

a. Stationary Perindic

The simplest signal is described by

F(t) = F(t + 1) (2-12)

where T is a constant. The signal thus repeats identically when-
ever t = t + T. The smallest value of T for which Eq. (2-12) holds
is called the primitive period, or period, T,. The fundamental fre-
quency of a periodic wave, f , is equal to l?To. A common example
of a periodic signal is a sine wave.

F(t) = K sin(wt + ¢) (2-13)
where

K is a constant peak amplitude

w is a constant angular frequency,
equal to 2ufy

¢ is & constant phase angle

Any stationary periodic signal of finite amplitude
with but a finite number of discontinuities in one period may
be expanded in a Fourier series.

b. Stationary Complex

A stationary complex signal is one which is pro-
duced by the addition of a combination of incommensurable periodic
signals. An example is

F(t) = cos wyt + cos wpt (2-1k)

which is not periodic ifﬁp and w, are incommensurable (for ex-
ample, w; = 1 and Wy = v2). The particular function shown is
almost periodic, which means that the difference between it and
an approximeting periodic signal can be made arbitrerily smell,
during any finite time of interest, if the period of the approxi-
mating signal is made sufficiently long.

c. Juasi-Sinusoidal (Phase-Coherent Function)

A quasi-sinusoidal signal is a sinewave-like signal
whose amplitude, frequency and/or phase are slowly varying func-

2-15
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tions of time. Such a function may be periodic or almost periodie.

An example is an amplitude- or frequency-modulated signal.

d. Stationary Random

The previously discussed signals may be determined
for all time by & knowledge of the values and behavior of a rela-
tively small number of coefficients. This is not true of a ran-
dom signal whose emplitude at any time is a random function. The
characteristics of a random signal thus must be defined in terms
of statistics and statistical averages. A stationary random sig-
nal is one whose statistical functions are constant with time. A
given stationary random signal is describable in the amplitude
domein by its probability density function and in the frequency
domain by its power-spectral density function.

e. Transient

These signals are time varying functions whose
significant behavior occurs over a restricted time interval.

f. HNon-Stationary Periodic or Complex

These signals sre similar to stationary periodic
or stationary complex; however, the parameters of the signal
(amplitude, frequency, phase of each component) are functions
of independent variables, which may be random.

g. Non-Stationary Random

A non-stationary random signal is one whose statis-

tical functions vary with time. The most common physical situa-
tions encountered in noise-control engineering are of this type.

2. Real Signals

Any real signal, if examined in sufficieutly fine detail,
is

a. Transient, since 1t must have begun
at some time

b. Non-stationary random
The essence of signal analysis is to determine the category

to which a particular signal can be fitted and the rarameters
which describe its behavior with sufficient accuracy for the in-

2-16
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tended purpose of the analysis. Thus, a signal from & crystal-
controlled oscillator would be considered to be stationary peri-
odic if used as a local oscillator for a transmitter, but quasi-
sinusoidal, or even non-stationary periodic, if used as a secon-
dary frequency standard.

This is a very real problem. Consider the analysis of the
sounds of a truck moving down a road apparently at constant speed
past a fixed microphone. The truck engine is turning at 30 rps.
and being a six-cylinder, four-cycle engine, some cylinder fires
every 1/90 of a second.

The truck radiates acoustical energy from the engine, ex-
haust and body, excited by the seemingly periodic firings of the
engine, the random irregularities of the road surface and the per-
iodic irregularities of the tires and drive train. But the body
vibretions might be quite regular, as determined by the suspension
system. Engine firings are frequently not very periodic, since the
apparent 90 Hz fundamental output of the engine is eactually a sum-
mation of six non-stationary periodic signals of 15 Hz, and re-
sponses can be measured in the vicinity of many multiples of 15
Hz. The amplitude of the entire socund ensemble is a function of
both the changing distance to the microphone and the changing as-
pect. Furthermore, the truck signals will be intermixed with such
other signals as the background sound environment, electronic sys-
tem noise, etc., and will be affected by the Doppler effect.

The analysis of the sounds of a real object therefore is not
a simple matter. It is often necessary to analyze the same data
many times in order to choose different sets of measurement para-
meters to bring out different characteristics of the signal. For
example, in the case of a truck, spectrum analysis with 1 Hz reso-~
lution would accurately locete the line frequency structure, while
measurement with 4 Hz resolution would more accurately determine
line amplitude structure and variation. 1U<e of a tracking filter
or high-speed plotter may permit determination of other variations
in structure. For parameters which are random functions, aver-
aging is necessary to determine mean parameters and to obtain some
measure of ststistical reliability; however, the signal may be
such that desired averaging time is not available. (If the truck
goes 15 mph and the road is 220 feet long, then only 10 seconds
of data are available, for example.)

It is evident that the type of analysis used for real signals
requires considerable judgment and experience on the part of the
analyst.
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3. Impulsive Signals

Impulsive signals are a class of transient signals which are

characterized by relatively short duration and which are non-repet-

itive within the time-span of interest. Such signals may be ana-

lyzed in the frequency domain using the Fourier Integral Trensform

as defined in Eq. (2-10).

The Transform is a continuum of complex amplitudes based
on the nature of the entire impulse, over all time. Therefore,
it does not show how the amplitude characteristics develop as
the impulse takes place. It seems sensible and useful to asso-
ciate a spectrum with every instant of time, as the impulse de~
velops. Such spectra present conceptual and theoretical diffi-
culties. The difficulties basically revolve about the question,
"At time instant, T, what slice of impulse is tc be spectrum
analyzed?" One answer to this question is to reduce the slice
of impulse that exists from time -~ to time T.® For this type
of analysis, & Running Fourier Transform is used.

T
6(Ju) = f glt) el —dut) g (2-15)
where -0
G(jw) = the running transform
g(t) = the amplitude-time waveform
of the impulse
0 = angular frequency, 2nf
f = frequency
t = time

T = running variable

A feature of this choice of instantaneous spectrum is that
it approaches the true Fourier Transform of the entire waveform,
in the limit, as t approaches «.

GC: H. Page, "Instantaneous Power Spectra,” J. Appl., Phys.,
Vol. 23, No. 1, January 1952, pp. 103-106
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The spectra resulting from Eq. (2-15) may be of two gen-
eral types:

1. Spectre containing a zero frequency
component

2. Spectra not containing zero frequency
component

In order for the spectrum of a time waveform to have a
zero frequency component, the waveform must have some residual
area when positive and negative areas under the entire impulse
are added T Such amplitude-time waveforms are not theoretically
possible in free air since free air is not a medium that can
transmit a pressure-time waveform like a unit step function.
This means that free air will not transmit sound-pressure changes
of zero frequency. Theoretically, ihen, the medium cen only
produce impulses that have no DC frequency component.8

k. Practical Considerations of Impulse Signal Handling

In practice, the limited dynamic ranges of the recording
and processing equipment can result in a distorted impulse
being finally reduced. The distorted impulse may have a net
area under the waveform, and therefore a DC component in its
spectrum. For minimum distortion, FM recording 9 and equip-
ment having a large dynamic renge and low-frequency cutoffs
are necessery.

TF. Skodde, "Low Frequency Measurements Using Capacitive
Transducers,” B & K Technical Review, Nc. 1, 1969, p. 1k.

8. p. Olsen, "Frequency Analysis of Single Pulses," B & K
Technical Review, No. 3, 1969, p. 8; see also, W. B. Snow,
"Survey of Acoustic Characteristics of Bullet Shade Waves,"
IEEE Trans. on Audio & Electroacousties, Vol. AU-15, No. 4,
1967, p. 163.

9E. D. Sunde, "Theoretical Fundamentals of Pulse Trans-
mission - I," Bell System Technical Jourrnal, May 195k, p.

773 £f; see also, K. G. Kittleson, "Introduction to Measurement
and Description of Shock," B & K Technical Review, No. 3, 1966.
10M. J. Crocker and L. C. Southerland,” The Effects Upon
Shock Measurements of Limited Response Instrumentation," Wyle

Laboratories,Research Staff Report WR 65-1, January 1965.
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The low frequency cutoff should be

<
£, = X 2-16
Y hor t, ( )
where
f9 = the lower frequency cutoff (Hz)
t, = the positive phase duration (sec)

This provides less than a 4% degradation in the duration of
a primarily unipolar type of impulse.

The high frequency cutoff preferably should pell

>
t = 1 (2-17)
T tg
where
T, =  high frequency cutoff (Hz)

This provides less +han a 4% degradation in the peak amplitude
of the unipolar type of impulse; alhgit a more modest require-
ment, f = lO/to often is adequate.

E. Practical Approach to Frequency Analysis

1. Limitations of Laboratory Analysis

Just as real world signals become available for anelysis
through the use of recorders which have limited frequency-
domain and time-domain capabilities, so also do the practical
limitations of laboratory instruments affect the results of
frequency analysis. It is important that the analyst under-

llSee footnote 10, p. 2-19
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stand these limitations. In general, the limitations come from (a)
the iimitation of sample length of data chosen ("truncation") which
affects the statistical reliability of the result, (b) from the
bandwidth of the analysis equipment, and (¢) from the number of
passes of the data sample used in the anelysis. The effects of
analysis bandwidth will be discussed in more detail in Section 2.3.
In this section, the effect of data truncation, signal stability
and the statistical reliability of the results are discussed.

2., The Effects of Repetitive Scan

Every ssmple of signal wbich is analyzed is necessarily of
finite durs%ion. If the sample is of length T, then the effec-
tive resolution cannct be finer than 1/T Hz. Vher sweeping
type anslyzers are used (see Section 2.3), the sample is re-
peated many times while the filter of the analyzing equipment
slowly sweeps through tle frequency range of interest. Thus,
what was in reality e transient section of data, because of
the type of equipment used, becomes a repetitive signal. Any
Fourier analyzer which does not weight the data (see follow-
ing subsection, "The Effects of Data Truncation") will treat
the signal as if it were one cycle of a periodic disturbance
having a periocd of T seconds. (Most fractional octave sweep-
ing filters and wave analyzers are of this type.) The result
is a Fourier Series based upon & fundamental frequency of 1/T
Hz. For %this reason, the resolution bandwidth of the analysis
cannot be less than the spacing between harmonic multiples of
the series, i.e., 1/T Hz.

For random data, if the repetition rate is once per second,
the fundamental frequency of the series is 1 Hz and the analysis
with 1 Hz wide band filter yields spectrum level directly.

3. Fitting the Data to the Range of the Analyzer

The frequency content of data may be multiplied by a fac-
tor K to fit the analyzer range, by running the tape at K-times
the speed at which the data was recorded. The real frequency
is obteined by dividing the analyzer readings by K. The band-
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width of analysis should also-be divided by K.

k. The Effects of Data Truncation

Since only a limited sample of data is taken for analysis,
there is an unavoidable analysis error. This is true even if
the signal being analyzed is stationary periodic. The cause of
2rror can be understood by realizing that a T-second sample will
appear to any analyzer as a periodic signal with period T multi-
plied by a window function F(t), where

F(t) =1, 0 2 t b T and (2-18)

F(t) = 0, otherwise (2-19)

Coasequently, the Fourier Transform produced by an ideal
analyzer of the T-second sample will be that of the equivalent
Fourier Series of the sample convolved with the transform of the
function F(t). If the original signal is u sine wave of fre-

quency fo, then the Fourier Transform Y(jw) of a T-second por-
tion of the sine wave is

Y(jw) = sin (£ - £o)T

(L - £5)T (2-20)

This has pronounced sidelobe structure (Figure 2-1) at intervals
of 1/T Hz. The first sidelobe is down only 13.2 dB and the
320th sidelobe is down 60 dB.

Since the desired form of transform of the original sine
wave is simply a single line at f,, it is customary to "shape"
the window function, F(t), so that the transform of a finite
sample of a sine wave closely resembles a single line.

That is, the window function is made other than rectangular
in order to minimize its effect on the analysis. This is done
by weighting the data samples nonuniformly from ~T/2 %t $7/2.
The effect is to widen the resolution bandwidth of the analyzer
somevhat from 1/T Bz, dbut in return to drastically reduce the
sidelobe structure. Modern resl time analyzers f{reguently em-
ploy this weighting technique (see subsection 2.3.D).

Three cosmmon windows used in analog spesctrum analyzers are
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the Triplet having a form

_ ~(m/T)t 21t _ T, sI 21
Flz) = e cos” = > 5 (2-21)
the Hamming
F(t) = 0.54 + 0.46 cos 2°E TS ¢ £ (2-22)
T 2 2
and the Cosine-Squared
F(t) = cos®- Tt - § £ ¢ = .'g. (2-23)

The Tripiet response has no sidelcbes but a broad main lobe
(1.73 times that of an unweighted window at the 3 dB down point,
15/T at -40 dB and S0/T at -60 dB).

The Hamming has a slightly narrower main lobe (1.5 times
that of an unweighted window) and a strongest sidelobe (the
third) level of -42.8 dB, with other sidelobes falling off as
1/f from the third.

The Cosine-Squared window has an intermediate width main
lobe (1.59 times that of an unweighted window) and a strongest
sidelobe (first) level of -31.4 db, with other sidelobes falling
off as 1/f3 from the first, so that the fourth sidelobe is down
5k dB. For comparison, the fourth sidelobe of the Hamming is down 12
43 dB. Figure 2-2 shows a comparison of several weighting schemes.

5. Effect of Signal Stability 13

Frequently, 2s with data stemming from moving sources, the
real analysis signal contains strong line components whose fre-
quency varies with time. It is important to understand how the

analysis equipment treats +these signals and the errors which
occur thereby.

The effect of the frequency stability of the source can oe
seen by examining the analyzer response to a sliding tone. A
sliding tone is defined as a quasi-sinusoid whose freguency

12¢. 1. Temes, "Sidelobe Suppression in a Range-Channel
Pulse Compression Radar," IRE Trans. on Military Electronics.,
April 1962, pp. 162-169.

W. Gersch and J. M. Kennedy, "Spectral Measurements
of Sliding Tones," IRE Trans. CT-7, August 1960.
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changes linearly with time.
s(t) = exp 2mj(f t + kt2) - g. £t _4.."’:‘:. (2-2h)

The total amount of frequency slide (Af) is kT whers k is
the rate of frequency sweep ia Hz per second, in the analysis
time interval T, so thet the frequency excursior of the signel
in resolution bandwidths, 1/T, is

n = &2 (2-25)

The spectrum for a given value of n derends both on n and
on the window function F(t). The spectrum of a sliding tone
with a rectangular window function is shosm in Figure 2-3. For
small n, the major effect is a sizable increase in sidelobe
level and a consequent broadening of the spectrum line, espe-~
cially in a logarithmic plot. For lerge n, say n) 50, there is
an approximately equal distribution of energy acress the band.
Thus, the spectrum of a sliding tone having n = 100 will be ap-
proximately 100 resolution bandwidths wide and will have a spec-
trum level of 20 dB down from that of an equul energy stable sig-
nal.

For intermediate values of n, the Fourier Transform is quite
complex (see Firure 2-k, which shows responses for a one-sided
slide). There is a reductien in the peak amplitude of the srec-

trum (relative to that of a steady tone) according to the follow-
ing table:

|3

Anplitude Reduction, dB

OANAENOH-HO
O~ 00
A~ O T W

This is less than would te expected by equal power division over
the frequency range. The sidelobe structure broadens snd., for
n = & ard higher, there may be a minimum at the center frequency
rather than a maxinum.

For Cosine-Squared weighting (see Figure 2-5) the effect is
far less, both in terms of amplitude resgense £ 4 in terms of
sidelobe structure. A moderate slide ectually ..ooths over the
sidelobes. For n = ki, there is a peak loss of .cout 1 dB, and

2-25
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almost nothing for n = 2. The Triplet shows similar behavior,
with responses down as follows:

n Amplitude Loss, dB
0 0

1 0

2 0.2

h 0.7

8 3.0
16 4.8
32 8.0

Therefore, for Triplet or Cosine-Sauared weighting, a total
frequency instability of % resolution bandwidths per analysis
time will produce relatively unimportant effects on broadening
and amplitude reducition.

¥When analyzing a signal of varying frequency, it 1s neces-
sary to widen the resolution bandwidth and reduce the analysis
time to achieve an accurate indication of the peak spectral
line level. For example, suppose one is analyzing the signal
from ar accelerating vehicle and the engine speed is chenging 10%
ver second, then a 30 Hz nominel line would change 3 Hz/second.
If an analysis bandwidth of 1 Hz were used and the time sample
were 1 second, n would be 3 which for Triplet weighting would
result in a line level accurate to about 0.5 dB. For the fifth
harmonic, however, the frequency slide would be 15 Hz/second and
the resolution and sample time would result in n = 15, resulting
in an error of almost 5 dB. To get an accurate indication of
the level of the fifth harmonic, one should increace the resolu-
tion bandwidth to 2 Hz and reduce the sample time to 1/2 second.

This results in n equal to 3.75 and reduces the error to about
0.6 dB.

6. Statistical Reliability

The emanations from many sources and backgrounds are ba-
sically random in nature. Thc spectra from such scurces will
show statistical fluctuations, and the standard deviation of
these fluctuations depends on the number of degrees of freedom
of the analysis. The number of degrees of freedom of a single
Fourier analysis of duration T and resolution 1/T is two, since
for each spectral component an amplitude and a phase may be in-
dependently specified. The number of degrees of freedcm may
be increased by averaging or integrating spectra of a number of
independent time samples of the signal. 3ince the time teken to
analyze one sample of data is equal to 1/B where B is the anal-
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ysis bandwidth in Hertz, in a total integration time T, BT in-
dependent analyses can be made. Thus, the number of degrees
of freedom is approximately twice the bandwidth-integration
time product of the analysis, that is

k = 2BT (2-26)

The numoer of degrees of freedom, k, is equal to 2 BT
for "flat" spectra such as from random noise. When a line
spectrum is evidenced, the number of degrees of freedom is
reduced. This is apparent in the extreme case of a single
sinusoid when there are only iwo degrees of freedcm (ampli~
tude and phase of the one spectral line) regardless of inte-
gration time or bandwidth. When the spectrum of a signal con-
tains both line and random cuigonents, the number of degrees
of freedom of the enswable is

0.2
= (XA (2_2’1)

) n
L y2
vhere
k is the nusber cof degrees of freedon

b; is the velue of the ith cooponent
(either amplitude or phase)

n is the number of deta points, i.e.,
total number of emplitude points
and phase points for total iantegrator
time

For a given n, k maxinmizes when all bj are equal and
then
neb; 2
k = —=— = n = 25T (2-28)
n bia

For this reason, it is desirable to "pre-whiten" the data be-
fore analysis to improve the statistics. This is accomplished
by filtering out the strong line components and shaping the
frequency response of an equalizer to flatten the spectrunm.

1%yale J. Lubkin, "Lost in the Forest of lNoise," Sound ard
Vibration, November 1968, pp. 23-25.
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After analysis, the complementary equalization is applied to
the spectrum to correct it. The value of the coherent lines
is established by separate analysis and reinserted into the
spectrum. When the lines are not removed from the spectrusm,
the value of k in the vicinity of the line is decreased by a
factor approximating the ratio of the line width to tbs anal-
ysis bandwidth.

For random data, the anticipated spread in the expected
values of spectral components is called the confidence inter-
val and is a function of the protability of the spectra of
the random data exceeding this spread. It car be shown that
the standard deviation of the value of the spectral lines from
Gaussian data is given by

g = _l.-._. (2‘29)

vET

T T e g T e ey

Based on this formula, the following table of confidence inter-
vals is calculated. Note that this uncertainty applies strictly
only to Gaussian randce spectra and is due to the nature of ran-
dom signal and not to the snalysis.

COXVIDENCE INTEAVAL IX 48

Y, T ey g

Coafidenze Level
2% 5% ¢35

iy x s - + - + - + -

1 21 3.6 3.8 .8 13 5.7 16 7.2 23

Z LI W 5.8 3.6 T-% .5 9.2 2 13

2.5 51 2.7 k.9 1.5 6.k .1 7.3 5.3 1
] 8] z.2 3.6 <9 5.7 3.k 5.7 4.5 7.8
5 1w 2.0 3 2.5 &.1 3.1 L 5.0 6.7
10 B | L5 2.1 2.0 i § 2.3 3.2 3.0 5.3
25 o110 1.3 1.3 L.6 1.6 1.9 2.0 2.5
50 183 | 0.7 0.8 4.9 1.0 1.0 1.2 1.2 1.6
han) 200 | 6.5 0.5 2.7 0.7 .6 2.8 1.0 1.0
250 500 | 0.% c.k 0.5 0.5 0.5 0.5 0.7 0.7
500 1 1000 | 0.3 0.3 0.3 0.3 0.% 0.5% 0.5 2.5
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For example, for any particular resolution element (spectral
line) for k = 8, there is an 80% probability that the measured
value will lie between +2.2 and -3.6 dB of the true value.

It is desirable, then, to integrate the signal spectrum for
as long a time as possible in order to increase k for a given
resclution bandwidth and so decrease the confidence intervel. If
the signal is not stable, then the length of time that one can
integrate is limited, and the confidencz interval is correspond-
ingly wide. Alternately, one may increase the resoluticn band-
width to raise k when signal instability prevents increasing the
integration time. In this case, one tradef5off frequency reso-
lution for amplitude accuracy in the band.

F. Signal Characteristics in the Time Domain

1. General

The importance of time domain analysis lies in its ability
to aid directly in the design of electronic detection devices.
Often, it is insufficient to know the power spectrum density of
the sigrals to be detected because there may exist noise sources
with significant energy in the same portion of the spectrum as
the desired signal. The key difference between the desired sig-
nel and the noise may reside in the relative phases of the com-
ponents. For example, both white noise and a delta function have
a flat power density spectrum, i.e., equal power per unit frequen-
cy (see Figure 2-6). (Strictly speaking, the frequency transform
of delta function extends from -» to +» ) There is, hovever, a
coherent relationship among the phases of the components which con-
stitute a delta function and a random relationship between those of
white noise. The result in the time domain is a random distribu-
tion of levels for wnhite noise and, for the delta function, a zero
level everywhere except at zero reference time where the level ap-
proaches infinity., These two signals can be distinguished readily
in the tlime dcmain by their different amplitudes but, because of
equivalent pcwer density spectra, it is difficult to distinguish
therm in the {requency domain.

15ihis is a manifestation of Uncertsinty Principle as ap-

plied 70 signal analysis. See B. B. Bauer,"Octave-Band Spec-
tral Distribution of Recorded Musie," J. Audio Eng. Soc., Anril
1970.
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E
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Time Domain % Frequency Domxin

DELTA FUNCTION

Figure 2-6. Spectral Comparison of White Noise and Delta Function

Sometines, a key difference between two signals is a differ-
ence of power level variation with time. Thus, an accelerating
truck exhibits a variation in power level as it accelerates in
turn through each gear with sudden decreases in level as the gears
are shifted. Such variations can be used to distinguish the truck
from other sources. The variation in power level con be measured
on a broadband basis, but it is frequently best to restrict the
band to that frequency region wnere the most distinguishable vari-
ation occurs. is ability to detect those sources which change
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with time in some prescribed manner provides a powerful identifica-
tion tool.

The time-domain information discussed above is from a single
sensor. A very powerful application of time-domain analysis is
correlation in which the product of two signals is integrated with
time to determine the degree to which they correspond in time. The
two signals may be received by two different spaced-apart sensors
(spatial correlation) or from the same sensor with nne of the sig-
nals delayed in time with respect to the other (time correlation).
The result of correlation is an improvement in signal-to-noise
ratio since, if the experiment is properly designed, the correlated
signals from the same source will produce a greater output than
correlated random signals.

A detection scheme which uses multiple sensors operating in
different signals fields (i.e., acoustic, seismic, infrared, etc.)
can provide much improved signal identification, without requiring
the use of sophisticated correlation systems. 1In these cases, it
might be considered that a detection coincidence criteria for the
individual sensors constitutes a simple form of correlaticn. 1iIn
any case, coincidence detection in multiple signal fields within
the scope of time-domain analysis is based on the interrelation-
ship of the variables with time and not on their individual char-
acteristics.

2. Time-Domain Characteristics

It is helpful to define certain terms used in time-domain

analysis especially since they are frequently used with different
meanings in different texts.

Envelope. Tne envelope is the locus of points
which are the extreaes of a function betveen
exis crossings. Typically, the envelope is
the pair of curves one of which Joins each of
the peak positive signal excursicns and the
other of waich joins each of the peak negative
signal excursions (Figure 2-7).

Rectified Envelope. Freguently, the function
of interest is the envelope of the signal after

rectification. In such case, the type of rec-
tification should be designated, e.g., pesitively
rectified envelope, negatively rectified envelope,
or full-wave rectified envelope. The rectified
envelope of & signal will derend upon the amount
of "smoothing," if any, provided by the low pass
filter after rectification.

2-32
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Rise Time. This is the time required for the
specified time function or envelope to increase
from 10% to 90% of its maximum value. An accu-
rate estimate of this parameter regquires a good
signal-to-noise ratio. When the nature of the
signal is such that no such idealistic approxi-
mation can be made, the definition of the 10%
value for the signal is often specified in what-
ever form is mcst useful to the circuit designer.
The more ccamon definitions are the roint at
vhich the ras signal exceeds the =3 ndise by
10% or vwhen the peak signal exceeds the peak
noise by 10%. In such cases, the conditicns
under vhich the determiraticn was z=ade zust te
stated (Figure 2-7).

Fall Time. This is the tize requivesd for the sip-
nal to diminish from 20% of its =aximu= azplicule
to 10% of its maxizu=. TShe saxe sigrnal-tc-nzise
linitations discusseld ccoucerning rise $ive ara iz
posed on any attempit io rrecisely measure <he fall
time parameter (Figure 2-TI.

Cignal Duraticn. The signal durssics is srzzidered
t0 be the time pericd betwesn the 117 yriins =f 2xs
rise characteristic azd ¢he 10T yoins of <Xe fall
characteristic. 7The ugefulnsss 7 <hiz rarasater
is associated with the Jezipn =8 230 neswzrez. o*
can aid the designer iz decxiding ke amiums f zip-

nal suppressicn tc ke expestel from s rarmtizliler
circuit (Figure 2-TJ.

Signal Gradient. In tkese imstances where tXe rip-
nal cannot te arrroxizated ¢ty a zet of siraliske
lires representing "rise,” Tdurmsticz,” and Tral17
it Iis recessary tc desorite the varigtle zorusiare
in a sceevhat more ecorprehensive marcer. ze za
descripticon can te chtained bty sa=pling <xe sip-
nal envelope and plesting tke azmcuns = =xzanse ta.
tveen adlacent saxplex. This proceldure produrer a
rlot which gives irne desigrner a zimplete Iszoriz-
ticn of the manreyx in vhish the sigmal lewvel Zacs
fluctuated with time., There are three areas 7 leo
cisicn vhich =ust scccoz=rany any anxlysis -0 «uis
type. These are: the detector s=sosnins, the cam-
pling rate, and the rnecessity of sziotking shroush
the averaging of several adlacent sa=zrles.
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Effective Bandwidth. The electronic restrictions
placed upon the frequency comporents which are ex-
smined for their time characteristics establish
the effective bandvidth of the systee. The banid-
vidth chosen may not coincide with the spectral
peaks found by frequency analysis sinte the ctlec-
tive is to find an area cof the spectrum in whick
time fluctuatioas in the signal are fa scme way
unique.

G. Carrelation in the Time Dozain

An Ixmportan? azalyiical technmizue Zor processi=zx Jata is
correlazice. Sizmilar <o the freguency~domalrn Feourfer tracsliv-
na%ice mestiseed iz subsertizz 2.2.C, correlstion iovclres am fo-
tegrazicn of the fnput signal muitiplied bty & copanize sigzmel.
Unitke the Fourfer sramsforaatize which used srigrcomesris Diza-
28203 as & oompanion meiplyizg signal with ke imtegrateld Te-
sult besming 2 funstdog iz the frejoeccy domaln, for sorrelatizz
te gomyanicn signal tan be a vaviesy ¥ fumoiizzg Imslaling e
fr;us sizmal ftsell. The regult is zow a fumcticnm of lag iine
basveen the fzput and sle cogpanize sigmal. This tax e expressed
natkenasizally as )

%

3t = gls & 7} o{alas {{=337
¥ q
viere piz), fit) are the input sigzmal and tZe omperixc sigmal,
respedtively, and ¥ 1 2ime displacewment belween ihe fimailiiz:

”

for wsick ke soirpelaticn {s oimpusted.

{ze of e nozt izporiart oges I8 orrrelssicn iz fir

- -

.
ti-niise rasic szsyzlement. it It 13 espesizlly effesiive f:or
regesisive sigeals. I pial sozsisis o vr paris, milre mi%)
=3 sigzad s(4), a=d 2{2) &s 27 122 rame tharacteristics ss xis),
txen 2te improvemsmt In signxd-tr-zoise raslis 2 zU%) L appoixi-
nxtely

- - = .31
Fo= 10 L, E 1) (z-31
l + “‘;g-" - &’x
1y, %. Lee, "Arplizasiss of Zsacistizal Meshzds of eemuzi-
sasics Trotle=,” 7. P. No. 181, Pesearck Latoratory of Zlesireniz

Lo =y

Teshnolegy, ¥.1.7.
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The 2o ree=2l cfen provides 2 siz-al exkancesest of I7 cr
e 48 allowizg & moTe Crefll) sipsal 21 e acalyzed. The Sime-
Somnin characterizsiszs of he sigmal are 2adifiel by ke correls-
tice, Rowerer. A simple exmmple of this modifizatlse woulld e
the cave cf & repetitive zuave ware turied ixn milze which, after
correlatice, would Yo g repetitirte sriscgalisr vare. Alizough the
3igzal ezlancemens properiy #lioe Is of Tidoe I dsta redustiin
aed analrsis techzmology, the ablilisy of oorrelsgtion 2z 2etermice
lag times for 2 sigmal whick i3 ¢r freed oz 3if7erent sexnsors
throngh & wedins can xlss Se o azalriisal walze.

This Is disrussed in more detall in sutsesticn Z.€.I. Sizally,
the presecce or sk of correlsticn 2 the sigrmal withk i23e3f can
give guidazze as £c the sixilaeisy of the 2wr propegatics paths,

a technique sizilar ¢o that used in 2irenit ansiysis {~ determine
the transfer functicn of an umknown circuls.
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1. Xivmmastis Jalin Comtrn)

Iz zxder 3tz produse a senzing syste= which can accommodate
iz bosh signal level and =aszing noise sources,
A% AX zesessary T sprly sime zeans of signal level control. 1In
W Pamioy of Shoze systems, this is sccomplished by integrat-
. : =¥ she energy from the sensor and applying it to
8 zepoxtive gain-crcztenilirg feedback network. The place in the

<hisen ¥y she lesigner from the knowledge of the characteristics
=7 ska rourre i be 3s%ected. It is not unusual for centrol sig-
z from several areas of the circuit so as to

»

relisrilicty or Increasing the false slarm rate. The areas most
Tewornly exsained for zuch control voltage are:

a. spectral energy in separate pnoise sensing
channel

t. the integrated average energy in the data
channel having time constants longer or
shorter than the desired signal, and,

c. a filtered post-detection channel for
sensing signals not having the same en-
velope spectrum as the desired signal.

The last technique may actually be a differentiating network
which can be considered as a post-~detection high-pass filter. A
knowledge of the signal rise time characteristic will allow the
designer to optimize a differentiation network for a particular
class of signals. This same information is necessary to design
the attack times of AGC networks to be applied to the signal chan-
nel.

If the entire signal envelope has to be retained to achieve
relicble detection and identification of the signal, it will be
necessary to examine closely the duration of the signal tec assure
that an AGC network is applied which acts as rapidly as possible
without degrading the desired signal. The rate at which the AGC
network reccvers after the passage of a signal can be optimized
if the fall time of the signal is known. In those instances where
the manner in which a signal decays is unigue enough to aid the
design of identification logic, this consideration is especially
inrortant. It may be necessary to follow the controlled ampli-
fier by a differentintor cof scme sort which has been optimized
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for the desired negative-going envelope (toward zero). Such con-
siderations are also vital if the sensor is required to detect
many successive targets, since an improperly chosen decay time may
desensitize the system for the later signals of the group.

2. Post-Detection Filtering

If the signal of interest has an envelope shape which
itself contains reasonably unique spectral characteristics, it
is often beneficial to apply some form of post-detection filter-
ing. The reason for mentioning this subject under the topic of
time domain is twofold: (a) the signal being filtered is the
time envelope of the signal--not the original signal itself, and
(b) the application of differentiation networks (special high-
pass filter) is directly related to the time structure of the
signal.

It is entirely possible that a separate time~domain analysis
may be required on the output of the post-detection filtering net-
work. An example of this sort is a detector for a signal whose
envelope fluctuates at a rate which is a direct function of the
source location. . Here, it is necessary to design a post-detection
carbination filter whose individual AGC rates are determined by
the sweep rate of the pulsating signal. This example is mentioned
to indicate the areas where time-domain studies much simplify de-
sign procedures. The application of differentiating networks for
the examination of decay characteristics is often overlooked. The
existence of such unique signals is not nearly as rare as one might
think.

2.3 FREQUENCY DOMAIN DATA ANALYSIS

A. Introduction

1. Types of Analysis

A variety of devices has been devel$ped for measuring power
spectra of a stationary periodic signal™'; however, all analog
analyzers employ the same basic functions--filtering, detection,
averaging, and displaying the result on a meter or other output
device. In some cases, the signal is filtered by a narrow-band
filter, for which the center frequency is varied to obtain the

171f the signal is not stationary periodic, a portion there-
of is stored and repeated so as to present a stationary periodic
signal to the ansalyzer.
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power variation with frequency. In other cases, a band of fixed
filters is used, giving simultaneous outputs at a number of cen-
ter frequencies. A third technique is to use a "hetercdyne fil-
ter," in which the signal is heterodyned with a local variable-
frequency oscillator and a narrow band of frequencies in one of
the sidebands produced during modulaticn is filtered using a
fixed-frequency filter. The effective analysis frequency is
then controlled by changing the frequency of the variable-fre-
quency heterodyning oscillator. The same devi.ce can bc used

for non-stationary signals. In this case, the results of anal-
ysis for any particular frequency vary with time, in e manner
which depends on the output device used.

Usually, the first or second of the above-described methods
are employed if percentage or fractional bandwidth characteris-
tics are desired; the third method results in constant bandwidth
analysis. The output of the filter, in 8ll cases, is representa-
tive of those components of the signal near the effective center
frequency of the filter (subject to the condition that the filter
envelope response time is short compared to the signal duration.)
If a heterodyne system is used, the filter output will differ
from that of a non-heterodyne type only by a shift in center fre-
quency; for instance, if the non-heterodyne output is a sinusoid

£(t) = A(t) cos [wot + 6(t)] (2-33)
then the heterodyne output would be

f(t) = A(t) cos [(mc + wo)t + 6(t)] (2-3k%)

where w, is the frequency of the heterodyning oscillator. The

t+ sign is chosen on’ the basis of whether cn upper or lower side-
band is used. The instantaneous power (short-term average) in
either case is found from

p(t) = T2(2) = 1/2 A2(t) (2-35)

The velue of the power-spectrum density, as measured at the fre-
quency Wg, is then equal to the averuge value of p(t). The aver-
aging time now is chosen on the basis ot the length of time dur-
ing which the signal remains stationary.

In most cases, the envelope of the detected signal is not
squared before averaging which results in the calculation of a
voltage spectrum

E(r) = KTET (2--36)
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This procedure can be jJustified on the basis that the average

and rms values of a narrow-band signal are related dy a factor
that remains relatively constant, regardless of the amplitude
distribution of the signal befoure filtering. For instance,
this factor for a sine wuve is 2 V_Q'/ﬂ or 0.903. For a Gaussian
signal (Rayleigh envelope) it is¥m/2 or 0.887. The difference
is less than 2%, even thcugh the amplitude distribution for a
sine wave is markedly different from a Gaussian distribution.

2. Presentation of Data

Selection of the proper information to consider (or display)
is vital to proper interpretation of signal characteristics. Some
of the types of displays which are in common use todsy are spec-
trum "snapshot." spectrum time piot, and single~line behavior.

a. Spectrum "snapshot.” A spectrum is computed on
the dasis of an integration time, T, with selected analysis band-
width. The display consists of an X-Y plot of spectral power
density versus frequency. Examples of this display format are
given in subsection 2.3.D (Figure 2-25). This approach gives a
quantative understanding of the signal characteristics provided ‘
the spectrum is stationary, i.e., it does not change with time. 4?
Generally, an appropriate integration time is determined experi-
mentally~~if the results of the analysis do not change appreci-
ably over one integration period, the choice is satisfactory.

b. Spectrum time plot. When the signal is not sta-~ ]
tionary, an intensity-modulated X-Y plot can be used to show the
behavior of the spectrum as a function of time. Frequency is
taken along one axis, time along the other, and intensity modu~ 3
lation is used to give the spectral level at a given frequency
and time. The time-wise character of the signal under study gives
insight into the physical processes of signal generation, pro- k|
vides an overview of the signal structure and its behavior, and
provides a basis for rejection of signals from unwanted sources i
(since the behavior with time of signals from different sources J

1

will normally be different). The chief disadvantage of this /
type of display is that the information extracted from it tends 3
to be of qualitative rather than quantitative nature. Exam-
ples of spectrum-time plots are given in subsection 2.4 (Figures
2-2T7 and 2-28). An alternate approach to the spectrum-tine plot
is the "3-D spectral display" which depicts the results of many L
sequential spectral analyses in a pseudo-three-dimensional man-
ner. Such a representation is seen in Figure 2-29,
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c¢. Single-line behavior. Devices, such as the
phase-locked loop, can be used to study the behavior of a single
"line." Typically, the phase ¢° the dats signal is compared
against thet of a signal produced by a local oscillator. The
comparison voltage is used to adjust automstically the frequency
of the local oscillator so that the two signals remain in phase.
The comparison voltage is thus a measure of the instantaneous
frequency of the data signal. Either the amplitude or the fre-
quency of the "line" may be shown as a function of time in an
X-Y plot. This type of presentation is valuable for studying
the behavior of an individual "line," but gives little insight
into the total signal characteristics.

3. Interpretation of Data

It is necessary to take a close look at the manner in
vhich the signal analyses and noise analyses are performed to
prevent serious misinterpretation of the results. If the sig-
nals and the noise are of the same character (for example, both
are random in character), the results of their anelys:s by the
same techniques will yield directly comparable results. Figure
2-8 shows such & case in which the signal and the noise spectra
are continuous, and a direct overlay is useful as a guide to the
system designer. A plot of the signal-to-noise ratio derived
from Figure 2-8 is shown in Figure 2-9. By matching this curve
with an input bandpass filter, the designer can begin to optimize
the detectability of the signal.

a. Rendom Signals. In interpreting data, a problem may
arise from the fact that the detected output usually is a function
of the filter bandwidth. Practically, the spectrum levels are ob-
tained with octave-, 1/3-octave-, 1/10-octave, or constant-band-
width filters. The results of signal analysis obtained with dif-
ferent bendwidths are not directly comparable with each other. The
resulting spectral plot is then said to be in terms of Spectrum
Densiiy Levels, oftea called simply “Spectrum Levels." It becomes
necessary to modify the measured values by some proper factor so
that the data taken with analyzers of different bandwidth can be
compared meaningfully.

Bandwidth correction or "normalization" of random sig-
nals is accomplished by dividing the output power reading by the
bandwidth. In terms of levels, this is equivalent to diminishing
the level by 10 log Af, dB, where Af is the bandwidth of the fil-
ter in Hz. It should be noted that with constant fractional band-
width filters,Af increases with frequency f; thus Af = Ff, where F
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is the fraction of bandwidth used, and the needed correction is
-10 log ¥f, to produce a result whose amplitude is equivalent

to that produced by a filter with a2 1 Hz bandwidth. For example,
the analysis shown in Figure 2-10 was done with a 1/3-octave anal-
yzer and a filter bandwidth correction was applied as described
gbove. The effect of such a bandwidth normalization is shown in
the dash line. Bendwidth normalization helps to prevent errors in
interpretation. It should be pointed out that the uncorrected
acalyzer output gives the impression that the signal has a great
deal of high frequency power when, in fact, the power density is
very low in that part of the spectrum.

Strong single-frequency lines of a stationary spectrum
are unaffected by the filter bandwidth, and the correction factor
described in the preceding paragraph is not applicable to them,
as discussed in subsequent paragraphs.

The pro.ess of bandwidth normalization is rooted in two
basic concepts which are common to the field of "noise measure-
ment.” The rirst consideration is the characterization of noise
in terms of its power-spectrum density. This form of presentation
was defined by early researchers as the average power per-cycle
bandwidth, thus requiring real-filter systems to be corrected if
this form of presentation were desired. In addition, and close-
1y related to this, researchers in the field of noise measurement
needed a means of validating and comparing measurements made with
different analyzing schemes. It was found that when 'white" noise
was applied to the real analyzers being used, and the individual
filter output voltage was divided by the square roct of the filter
bandwidth (or dividing the power reading by the bandwidth), the re-
sulting spectrum was indeed flat with frequency. This, then, pro-
vided a means of velidating the many analyses schemes availab’e,
and increased the confidence in the physical interpretation of the
data being presented by the discipline.

In some instences, this form of correction was designed
into the analysis system by electrically de-emphasizing the data
(3 dB/octave for 1/3-octave systems). In the data analyzed for
the AWG effort, this concept is retained with all corrections be-
ing accomplished manually so that their mugnitude could be chang-
ed to better suit the known physics of the data.

When the bandwidth, Af, is given in terms of the upper and
lower cutoff frequencies, the amount of correction, C, applied to the
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Figure 2-10. One-Third-Octave Analysis of a Continuous Noise Source
Showing the Effects of Bandwidth Normalization

signal level can be calculated from the following expression
(for whose derivation see, for example L. L. Beranek, Acoustic
Measurements, John Wiley end Sons, New York (19%9), pp. 563-56k.

C =-10 log (fy - fp), dB (37)

where

]

fgq = upper cutoff frequency

fpy = lower cutoff frequency

The bandwidth correction method described above assumes
that the signal spectrum being measured is roughly constant
over the bandwidth of the filter element and, if a voltage de-
tector rather then a power detector is used, thet the phase in-
formation across the band is random. Tris asszumption is
generally of sufficient accuracy to cause no concern in the
analysis of signals whose gpectra are continuous. The signal
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must vary rather abruptly with frequency to change the conclusions
which would result from this simple procedure. The problem associ-
ated with this procedure and its application to signals having peri-
odic components lies in the fact that the spectrum of an individual
line may be narrower than the filter applied to the data. In this
instance, the amplitude of the line will not be a function of fil-
ter bandwidth until the tilter is made narrower than the equivalent
bendwidth of the line., For example, a narrow-line component whose
power is distributed over a spectral band equal to 1% of its center
frequency will have the same amplitude when viewed through a 1/3-
octave filter or a 1/10-octave filter.

c. Phase and Amplitude Coherence. In adéition to the above-
mentioned considerations of using a 10 log bandwidth correction for
normalization of spectral levels, a complexity occurs with signals
which tend to have phase and amplitude coherency across the analysis
bandwidth. One example of such a signal would be that of an explo-
sion which results in a frequency amplitude and phase behevwior fair-
1y consistent over a given analysis bandwidth. For this cuase the be-
havior of the pesk signal voltage level will decrease by 20 log band~
width versus 10 log bandwidth as the analysis resolution is diminish-
ed. Generally signals which are transient in nature will behave this
way, and require care in determining the meaningfulness of the normal-
ized spectral output. In real life, such trensient signals will be-
have with the pesk measured amplitude level decreasing between 10 and
20 log bandwidth depending on the degree of the amplitude and phase
consistency and the type of detector employed. A true power detector
will measvre the power level regardless of phase coherency and so a
10 log bandwidth correction is applicable (subject to the "narrow
line" problem discussed below). When voltage detectors are used, how-
ever, the proper correction will be a function of phase coherency in
the band. Pesk voltage detectors are frequently employed in the anal-
ysis of transients because of the difficulty of properly everaging a
short duration signal.

In a practical sense, there are two methods of dealing with
this situation which have been applied in analysis. The least troub-
lesome technique is to apply the simple filter bandwidth correction
to 8ll data and to explain the amount of correction and its meaning
in the accompanying text. This procedure allows the signature user
{0 consider the possible effects such a change would have on this sys-
tem and he may remove any corrections which may confuse his date in-
terpretation.

A somevhat more accurate picture of the complex spectrum can
be obtained if a closer look is taken at this process of bandwidth
normalization. In particular, it should be remembered that the nor-
malization is & means of accommodating the scale of amplitude (voltage,
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pressure, etc.) versus frequency graphs to a common 1 Hz bandwidth
basis for comparative purposes. Thus normalization may be carried
out in terms of a filter correction factor only in those cases
where the signal spectrum is reasonably constant across the filter.
Narrowline components cannot be corrected in this menner. It is
possible, however, to correct narrowline components if en estimate
can be made concerning their width.

Such an estimate can sometimes be made by reanalyzing the data
with a narrow-band analyzer. Frequently, it can be established that
the spectral widths of line components are not infinitesimal but may
in fact be, say 1% of their center frequency. If such an estimate
can be made, the filter output fregardless of its width) can be divid-
ed by the equivelent bandwidth of the line component to achieve the
correct level. Obviously, however, the location of the line is in
conbt within the filter width. Should the analysis filter have a nega-
tive S/N for the line component as its output, & narrower analysis band-
width must be used for the initial analysis. This correction proce-
dure produces & more accurate estimate of the spectrum of a complex
signal on a per cycle bandwidth basis, which is compatible to the
“"spectrum levels" normelly used for noise surveys. Ideally, one
would prefer to analyze the data with a 1-Hz resolution to get "spec-
trum levels" directly. The primary problem associated with the above
procedure is the documentation necessary to eliminate any confusion
on the part of the user as to what exactly has been done to produce
the data. Often, the user would prefer tc have the original anal-
yzer Gata which he can interpret im the light of his experience
with the particular analyzer.

The effect of these norrcctions can be seen in Figures 2-11 and
2-12. Figure 2-11 is a spectrum of a complex source, as measured
vith a constant bandwidth (approximately 20 Hz) analyzer, with cor-
rection for the filter bandwidth and for line components whose width
is ussumed to be 1% of their center frequency. It is further as-
sumed that the energy in this line is evenly distributed within the
1% bandwidth and the amplitude of the line component is at least
equal to the noise in the filter band being corrected. Undexr these
assumptions the correction for line frequencies increases with fre-
quency, while the correction for the random noise in between the
lines is a constant 10 log 20~13 dB. The correction for the 50 Hz
line, which is assumed o have a 0.5 Hz bandwidth is zero, since it
is contained within the 1 Hz bandwidth.

Figure 2-12 is a spectrum of the same source as measured with a
1/3-octave analyzer. In this case, the uncorrected simple filter
bandwidth and individual line component corrections are all shown. The
effects of the corrections are reasongbly obvious and should be con~-
sidered in light of the expected noise environment. If the noise
sources are similar to the signal (i.e., both continuous or both
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Figure 2-11. Spectruin Analysis of a Complex Signal Using a Constant Band-
width (20 Hz) Analyzer. Broken-Line Curve Shows Effect of Bandwidth Cor-
rection Assuming a Uniform Line Width of 1% of Its Center Frequency
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Figure 2-12. Spectrum Analysis of a Complex Signal Using a 1/3-Octave

Analyzer. Large Broken-Line Curve Shows Eifect of Bandwidth Correc-

tion Assuming a Uniform Line Width of 1% of Its Center Fremsency. Dot~

ted Portion Shows What the Corrected Graph Would Have Been if Simple
Bandwidth Correction Had Been Used.
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complex with line structure), the superposition of their signatures is

a vseful measure of the expected S/N regardless of the method used, as
long as it is the same for both.

Figure 2~13 shows a typical signal-to-noise plot for the con-
tinuous noise source of Figure 2~11 and the complex signeture present-
ed in Figure 2-10. We see the expected S/N with and without correc-
tions. Likewise, the same noise source is compared to the spectrum de-
rived from the 1/3-octave analysis (Figure 2-12) and the resulting cor-
rected and uncorrected S/N ratios are shown in Figure 2-14.

A word should be said aboul the units used in acoustical data
analysis. In general, the levels may be reported as relative levels or

absolute levgls. Usually, the acoustic reference level is 0.0002 micro-
bar (dyne/cm?) in air, and 1 microbar in water.

The level of sound pressure measured with a given filter bund-
width is referred to as Sound Pressure Level (SPL) in (i/3-octave, etc.)
bandwidth, or Band Pressure Level (BPL). When the analysis bandwidth
is 1 Hz, or when normalized to 1 Hz bandwidth as described above, it is
referred to as Pressure Spectrum Density Level, or simply Pressure Spee-
trum Levei. A commonly used instrumeni, the General Radio Type 156k-A
Analyzer is continuously tunable from 2.5 Hxz to 25 kHz in four ranges.

A 1/3~octave band and a 1/10-octave band are provided. Charts for con-
verting from the measured band levels to the spectrum level eare given in

the Handbook of Noise Measurement, General Radio Company, by A. P. G.
Peterson and E. E. Gross, Jr.

k. Calibration of Spectral Analysis Measuring Equipment

The mest widely used method of calibrating frequency analysis equip-
ment for effective bandwidth Af is to process a band-limited white noise
of known total bandwidth F and a sine wave of adjustable frequency f.
The anclyzer is tuned to maximum reading with a given sine wave input of
given frequency and voltage E applied to the input terminals. The power
input then is

P = E°/R (2-38)

where R is the analyzer input resistance. The analyzer rms output volt-
age indicator is adjusted to a reference value. Next, white noise of rms
voltage E is applied to the input terminals producing the same input pow-
er P, but resulting in an indication which is a G-fracticn of the reference
value. Then, the effective noise bandwidth of the analyzer at the frequency

Tis o, = G2F (2-39)

The "whiteness" and the bandwidth of tile noise source can be verified with
a constant bandwidth analyzer.
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Usually, the spectrum is displayed on a legarithmic scale,
in dB, in order to show more detail for the low power componenis
The accuracy of the logarithmic amplifier can he measured Ly
varying the amplitude of the calibration signal, usuaily in dis-
crete steps corresponding to a fixed number of &B.

B. Constant Bandwidth (Af) Analysis

1. Af Instiumentation

The constant bandwidth systems are so named because their
analysis bandwidth Af is inveriant with frequency. However,
most of these analyzers have several bandwidths available which
can be selected by the operator and which remain constant &t
all frequencies.

The constant bandwidth analyzers commonly use a heterody-
ing approach to synthesize a narrow constant-bandwidth filter
which is swept through the passband. In these systems (Figure 2-
15) the original signal is caused to modulate a sine wave
source (cerrier) in a balanced modulotor. The carrier is sup-
pressed by the balanced modulator so that the output consists
only of two sidebands symmetrically placed about the carrier
frequency at frequencies W, + w, where w, is the carrier angu-
lar frequency and wp is the intelligence angular frequency
(Figure 2-16). The amplitude of the sidebands is proportional
to the amplitude of the input signal and to the amplitude of
the carrier. The latter is held constant so that the ampli-
tude of the sidebands is proportional only to the amplitude
of the input signal. The effect is to translale the original
output spectrum to a higher frequency region. A narrow.band
fixed bandpasc filter at wy is used to select the signal ele-
ments within  wg of W, where wg is the half-anguler bandwidth
of the filter. Usually, quartz crystal filters are used for
stebility and high-Q and bandwidths of 1, 10 and 100 Hz are
common. The output of the filter is detected, filtered, and
displayed. The effect is to synthesize a filter of half-angu-
lar bandwidth wy at vy where

(2-40)

where w, is the carrier frequency anG wg is the fixed filter
frequency.

By varying w, the effective filter frequency w, is cor-

respondingly varied. Eq. (2-40) applies to the case here the
lovwer sideband is selected by the filter. This is the typi-
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cal approach since it maximizes the bandwidth which can be anal-
yzed at a given filter frequency without aliasing.

An input low pass filter is customarily used to prevent
aliasing which occurs if the input frequency region extends into
the lower sideband region. This would happen if the input spec-
trum contained components above one--half the lowest carrier fre-
quency. In the case where the lower sideband is selected for
analysis, the lowest carrier frequency equels the fiiter fre-
quency, i.e., e = Wp for a synthesized filter at wg = O.

Actually, a filter is seldom synthesized at w, = 0 since
imperfect cancellaticn of carrier (always a practical problem)
would pass through the fllter and contaminate the reading.
There is a lower limit to the frequency at which one can syn-
thesize the filter since, for low frequencies, the upper and
lower sidebands (as .ell as carrier leakage) are close together
and the finite slope of the bandpass filter cannot reject the
unwented components. It is possible to use the phase-shift
method of single sideband generation to suppress the unwanted
sideband by say, 40 dB and,with extra care in carrier suppres-
sion, the lower 1limit of the device can be extended.

Typical specifications for a constant bandwidth enaiyzer
of this type are:

Input Range -—~ 20 Hz to 54 kHz
Bandwidth -— 3, 10. and 50 Hz
Filter Frequency -- 100 kHz

Cerrier Frequency 100.020 kHz to

154.00 kRHz

The advantage of these schemes is the ability to have a single

filter which can be made very near ideal. The bandwidth of such

a tuned network can be made very narrow since a constant-frequency
tuned circuit is used which can be designed to have good selectivity.
This gives the necessery resolution for the measurement of very nar-
row line components in the data. The SSB technique described is use-
ful to relatively low frequencies (as low as 2 Hz) when the degree
of carrier suppression can be made quite good.

An example of Af anelysis is shown in Figure 2-17.
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Figure 2-15.

Biock Diagram of Typical Constant Bandwidth Analyzer
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Figure 2-16. Spectrum Translation
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2. Interpretation and Apnlication g

Constant bandwidth analyzers are most useful in identifying
line components in a signal especially when thz lines are closely
spaced. Because of the high resolution of the analyzer, multiple
line structures are vesolved. By using a 1 Hz resolution band-
width, pressure spectrum levels (PSL) are automatically generated. j

The key advantage of the swept-constant-bandwidth filter is
its ability to maintain narrow and constant bandwidth over a wide
frequency range--for example, a 3 Hz resolution from 20 Hz to 5k
kHz. No other practical analyzer has this feature. The main dis-
advantage of the swept-constant-bandwidth analyzer is that it gen-
erates only one filter function at a time, and the filter must be
swept or tuned to different parts of the band. To perform a com-
plete analysis, the same sample of data must be repeated contin-
uously by recording it on & magnetic tape loop. The filter is in-
cremented one resolution bandwidth for each pass of the tape.
Thus, it requires many passes and, consequently, a long time to
analyze one segment of data.

Iatiatiie LAl Saiankd

o e e i i s oKt it T s, e k™l

For example, assume that a resolution bandwidth of 1 Hz is

. ; desired and the frequency band of interest is from 20 Hz to 5000 Hz.
| In order for the 1 Hz-filter to respond to the data sample, it must
3 ' be connected for approximately 1 second (the reciprocel of the band-
1 , width). Thus, the minimum sample repetition rate is once per second. ‘ ‘
3 If the filter is incremented 1 Hz/sec, it will require 4980 seconds

] : or 83 minutes to analyze one second of data! This is hardly an eco- ; ;
nomical approach and so the swept-constant-bandwidth narrow-band
i analyzer is generally used only to find and measure specific line
components. It is not a practical tool for complete wideband anal-
ysis.

C. Proportionate Bandwidth (Af/f) Analysis

] - 1. Af/f Instrumentation

Proportionate bandwidth analyzers are so named because their
analysis bandwidth varies directly with frequency, i.e., as the
center frequency of the analyzer increases, the bandwidth increases
proportionately, so that

(A£/f) = constant (2-h1)

where AT is the filter bandwith

f is the filter center frequency ]
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The bandwidth is thus a constant fraction of an-octave. Typical
proportionate bandwidth analyzers have filter bands of 1/10-
octave, 1/3-octave and one octave, although 1% and 10% wide fil-
ters are also in common use.

a. Contiguous Band Analvzers

Proportionate bandwidth analyzers can be divided into
two categories, parallel or contiguous band analyzers and swept
analyzers. A contiguous band analyzer consists of a bank of fil-
ters whose inputs are driven in parallel (Figure 2-18). In gen-
eral, these filters intersect at their half-power points and have
bandwidths which are a constant percentsge of their center fre-
auency (Figure 2-19).

This type of anelyzer can continously display all of
the spectral components on a multichannel oseillograph, thus as-
sisting repid data reduction. Such a multichannel data display
is especially useful for examination of the time characteristics
of the many portions of tle spectrum. This aspect is especially
important if the signal is nor-stationery. Some of the available
analyzers apply commutation to the output of the filter bank so
that a single detector can be used (Figure 2-20). This destroys
some of the gbove advantages.

The primary disadvantage of the contiguous band anal-
yzer is the cost of a large number of filters with sufficient
skirt selectivity to enable wide dynamic-range signals to be re~
solved.

b, Swept Band Analyzexr

The second category of provortionate Af/f bandwidth
enalyzers is the so-called "swept" analyzer (Figure 2-21). As in
the swept-constant-bandwidth anelyzer, a single filter is swept
through the band of interest. Here, however, the filter bandwidth
is a ccnstant fraction of the ceater frequency. This type of per-
formance is obtainable with variably tuned L-C filters. The swept
provortionate bandwidth analyzer maintains one of the main advan--
tages of contiguous proportionate bandwidth filters in that the
system resolution is independent of frequency. This type of
analyzer offers several realistic advantages, such as low cost,
small size, low power consumption, and simplicity of operatiocn.

1. ~se improvements are geined at the expense of the continuous
readout of the entire spectrum which the contigious band analyzer
is able to provide, resulting in diminished ability to analyze
non~stationary signals.
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Since only a sintle filter and deftector are used, a
sample of data is normally recorded on a magnetic tape lcop and
repeated as the filter center frequency is moved. Since the band-
width of the filter varies directly with frequency, the filter
can be swept at a constant number of octaves per unit time. This
greatly speeds up the analysis. For example, a 1/3-octave analyzer
can pe swept at a rate of roughly one octave every 3 seconds. In
the band from 20 Hz to 5000 Hz, there are approximately 8 octaves.
The analysis of such a band »an be performed in about 24 seconds
using a 1/3-octave analyzer or 80 seconds using & 1/l0-occtave
analyvzer. Nevertheless, since the analyzer does not operate in
real time, one cannot get a continuous readout on non-stationary
signals. Further, since the analysis time is constant, the time-
bandwidth (BT) product veries with frequency. Thus, the statis-
tical accuracy of the analysis varies, being better at higher
than at lower frequencies. Of course, since the bandwidth is
greater at higher frequencies, one knows less about the exact
frequency of each component, gven though one knows the band energy
with greater accuracy. An example of Af/f bandwidth analysis is
given in Figure 2-23.

¢. Swept Band Analyzer with Integration

An interesting adaptation of 1/10-octave swept Tilter
analyzer, which includes a 1 second integration, has been used for
some AWG studies. Figure 2-22 is a block diagram of the analyzer
and integrator. The signal to be analyzed is recorded on a loop
tape recorder. The lcop is marked (for example, with a piece of
reflecting foil) to indicate the “start" of the loop. This start
mark is used to synchronize the subsequent integrator. The sig-
nal is filtered by a 1/10-octaye sweeping ‘analyzer which slowly
scans through the desired range. The scan rate is kept well be-
low 1/10-octave per second. The output of the analyzer is rec-
tified and integrated in a "true" manner by charging a capacitor
without leakage resistor. The time for integration i. 1 second,
as determined by the length of the tape loop. When the "'start"
mark is reached, any capacitor charge is transferred to a holding
circuit and the integrator is returned to O in preparation for the
next pass. Meanwhile, the transferred charge is displayed on a
grephic-level recorder chart. A balanced modulator is used to
convert the average power level to a form useable by the graphic-
level recorder. At the end of the pass, the charge on the capa-
citor agein is transferred anda displsyed. Thus, the chart record
indicates the energy level in the 1/10-octave band, i.e., the
pover level, integrated over a l-second period.
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Figure 2-22. Block Diagram of Analyzer and Integrator
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By repeating a signal every T seconds, & line series
is generated based on a fundamental frequency, 1/T,and its harmonic
components. By choosing a repctition rate of 1 second, the line
spectra is based on a 1 Hz fundamental. Analysis of random pheno-
mena with a 1/10-octave filter produces a 1/10-octave band sound
pressure level plot. When analyzing transient signals, which teke
place during a fraction of the loop length, an approximation to
true pressure spectrum level is obtained. Analysis of such tran-
sient signals is helped by using 2 "window" to isolate the transient
phenomena from background noise. This "window" is synchronized in
time from the "start" mark of the tape. It is used to gate only
the desired portion of the tape loop into the analyzer. Surround-
ing background noise is thus minimized while mainteining the 1-
second repetition rate. Strong single-line signals result in read-
ings diprectly indicative of their SPL.

SESEE
-10 C s = := i
rnt = —‘==" HEE =

i Wind Noise
-20 mﬂm ZZ 10 a.p.h.
e + Al =

FREQUENCY IN HERTZ

Figure 2-23. Example of Af/f Analysis of the Noise Generated by a 10 mph Wind Speed

on a Microphone
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2. Interpretation and Applications

Care must be taken in interpreting the data from proportionate
bandwidth analyzers. Since the filter bandwidth is not constant,
but increases with increasing center frequency, the statistical
accuracy for a given analysis time is greater at high frequencies
than at low when examining broadband signals. Further, when such
an analyzer is used to examine "white" noise, i.e. noise with an
equal energy density per cycle, the indicated output or band pres-
sure level increases at a 3 dB/octave rate corresponding to the
doubling of the filter bandwidth every octave. Based on this,
some analysts impose a 3 dB/octave negative slope on either the
input or output data to compensate for the variable bandwidth. It
should be remembered that such a correction is valid only for white
noise which is only approximated in practice by random phenomena.
Furthermore, any frequency analyzer will yield the correct value
for an isolated line component directly since, if there is no other
component within the filter bandwidth, the output is independent of
the filter bandwidth. In this case, no correction for filter band- .
width should be applied. The corrections, if any, to be applied in ‘
particular instances are discussed more fully in subsection 2.3.A.3.

The relatively poor resolution of the proportionate bandwidth
analyzer can either be an advantaege or disadvantage depending upon
the data sought. For example, if the signal to be analyzed con-
sists of relatively widely spaced line components with frequency
instability, the wider bandwidth of the proportionate bandwidth
analyzer can encompass the line even as it dithers. Thus, the out-
put of the anelyzer is proportionate to the total energy of the line.
Of course, no information is gleaned about the dither rate or even
if dither exists. On the other hand, if two lines fall intc the
same filter bandwidth, they cannot be separated and their relative
strengths remain unknown. Also, it a line component is buried in
noise, the relatively wide bandwidth does not allow one to ascertain
the existence of the line.

From the sbove, it can be seen that no single method of analysis
is sgble to provide all aspects of data that may be of interest. Some
& priori knowledge of the rignal composition is helpful in deciding
on the best approach to analysis and in subsequent interpretation of
results. A trained humen ear is often the best preliminary guide as
to the method of analysis which is apt to be the most sppropriate in
any particular case.
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2.3.1

D. Real-Time Analysis

1. Real-Time Instrumentation

In general, the previously described frequency analyzers do
not have the capability of performing the analysis in “real time,"
that is, keeping up with a continuously changing non-stationary
series. The real-time analyzer is similar to the constant-band-
width-swept-filter analyzer described in subsection 2.3.B.1; how-
ever, the data sample is stored in a digital delay line and is
rapidly recirculated. This translates the data up in frequency
so that a rapid analysis can be performed. The stored data is
continuously updated by dropping one element in time and adéing
another as the circulation proceeds, so that, for all intents and
purposes, the analysis 1s carried out piecewise on overlapping
frames of a series which differ from each other by a predetermined
small~time interval. The resulting spectrum is customarily dis-
played on an oscilloscope screen with frequency and spectral in-
tensity information along the horizontal and vertical deflection
co-ordinates, respectively. Also, any desired number of displays
can be summed for the purpose of obtaining an &verage over a num-
ber of frames, stored in an accumulator, and either displayed on
the oscilloscope, or graphed with an X-Y plotter.

The detailed operation of & real-time analyzer is shown in
Figure 2-24. The input signal is low-pass filtered to prevent
aliasing in the subsequent sampler. The data is then sampled at
a rate at least twice the highest frequency transmitted by the
filter. Usually, a sampling rate of three times the upper frequency
is chosen. The samples are then converted into digital words whose
length is commensurate with the accuracy required. Typically, a
nine bit word is used. This provides quantization to 512 levels
for a dynamic range of 5% dB. The digital words are siored in a
delay line memory and recirculated at a-rate such that the entire
data stream in the “.ine is passed once between each s~mple period
of the input signel. As each new cample of the signal enters the
delay line, it replaces the oldest data sample in storage.

The output from the recirculating delay line is converted to
an analog signal by a high-speed D-A converter. This high-fregquency
analog signal is analyzed using a heterodyning method similar to
that described in subsection 2.3.B.1l. That is, the high-speed sig-
nal is multiplied by e local oscillator frequency. The sidebands
are then passed through a fixed narrow bandwidth crystal filter
which selects the lower sideband for detection. The local oscil-

lator signel is steppved throngh the range of interest by the mas-
ter clock of the analyzer.
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Figure 2-24. Simplified Block Diagram of Rea:-Time Analyzer
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I

Real-time analyzers arz categorized by the "number of line ;
analysis" they are capable of performing. This quality factor i
is a function of the amount of storage in the delay line. For ]
example, a 500 point analyzer is capable of synthesizing, in % i
effect, 500 parallel filters throughout the band of interest. }
Normally, the bandwidth of the filters and the corresponding snal- s
ysis bandwidth are selectable by switch; however, the bandwidth l
which can be handled will always be 500 times the resolution bard- !
width. Such a device may provide for a 1-Hz analysis bandwidth |
S up to a highest frequency of 500 Hz. The 500-Hz signal will be
sampled at a rate of 1500 samples per second. In order to provide
the 1-Hz resolution bandwidth, the sample duration in the recir-

; culating delay line must correspond to 1 second of real time.
Thus, 1500 samples are stored in the deley line at any given time.
Alternetely, the instrument could have been set to handle a data
bandwidth of 5 kHz with a 10-Hz resolution. In this case, the
sample duration which would have filled the delay line would have

been 100 milliseconds and the total number of points would again
be 1500.

>0

In order %o minimize the errors due to the non-infinite data
sample, the real-time analyzer generally applies some sort of window
weighting function to the data. This concept was covered in sub-
section 2.2.E.4. Typically, cosine-squared weighting is employed
in a real-time znalyzer. An unfortunate result of the weighting 1
function is to increase the effective bandwidth of the syntheasized
filters. For cosine-squared weighting, this amounts to sbout 50%
Thet is, a 500-line analyzer set to a 500-Hz bandwidth synthesizes
effective filter bandwidths of 1.5 Hz rather than 1 Hz.

s 5 M, i A s

2. Accumulator and Averager

A useful adjunct to the real-time analyzer is the companion
integrator or avereger. This device determines the average spec-
tral level over & given number of ensembles. In a typical instru-~
ment, it can be set to average the results of from 2 to say 1024 ]
spectral analyses. This is a very powerful tool for detecting k
line structure in the presence of noise. Averaging the data over
a period of time improves the time bandwidth product and, thus,
the statistical sccuracy of the results. In genersl, one should
average over the largest number of ensembles possible consistent
with the stability of the data.

LA

The typical averager used with a real-time analyzer accumu-
lates the data in a second recirculating digital delay line. As
the deta from each of the effective filters enters the averager,
it is digitized and placed in the delsy line. The recirculution .
rate of the delay line is synchronized with the data flow rate
from the analyzer, so that each filter has its own section or
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3 "bin" of delay line. With every recirculation of the data, the
: new output is added to the previous value in eacn bin, the sum E
f being representative of the average. The date can then be read E
‘ out on any suitable display. Examples of real-time analysis of
‘ I truck data are shown below in Figures 2-25 and 2-26.
!
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3 3. Interpretation and Appljcations

The spectra produced by a real-time analyzer are very simi-
lar to those of the constant bandwidth analyzer of subsection
2.3.B, since the real-time analyzer is a constant bandwidth de-
vice. The key difference between them is that the constant band-
width analyzer must be swept through the band of interest at such
a8 slow rate as to make it impractical for complete broadband anal-~
¥sis. The real-time anelyzer, on the other hand, synthesizes the
effect of a parallel filter bank of constant bandwidth filters.
Thus, it processes the data in real time end the anelyst can ob-
serve the stationerity of the analysis. Aiternately, he can accu-~
mulate and average the spectrum produced over a pericd of time.

Kl

Caamidfy

iadh oty o

: The drawback of the real-time analyzer is the number of
parallel filters it can synt“esize. This is directly related to
the cost of the device. Typically 200~ and .500-point analyzers
are available. One thousand-poirt analyzers also have been made
for special purposes.

Because the total number of filters is fixed, the normal
way to increase the input bandwidth which the analyzer will
, accommndate is to widen the analysis bandwidth. The analysis
, handwidth is given by

‘. Af = (k £, )/n (2-k42)
‘ where
Af = the analysis bandwidth
! k = the widening factor due to the
weighting function (typically 1.5)
' fmax = the upper frequency limit of the range
n = the number of analysis points

If greater resolution is required in a limited high fre-
quency region, external frequency translators can be used to
shift the desired region inte the high-resolution range of the
analyzer. TFor example, one can employ single sideband technique
to scale the region, say, from 100 kHz to 100.5 kHz down to O
to 500 Hz which can be handled with a real-time analyzer with
1.5 Hz resolution.
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B, Other Techniques

l. Fast Fourier Transform

Recently, high-speed digital computation technigues have
become available for spectral anelysis. Foremost among these
is the so-called Fast Fourier Transform (FFT) by Cooley and
Tukey.18 The FFT greatly reduces the number of steps required
to perform a numericel Fourier analysis, which has made the
calculation economically feasible for relatively large data
samples. The advent of very high-speed minicomputers, espe-
cially those employing high-speed read only memories (ROM) for
storing key portions of the FFT algorithms, has provided real-
time FFT capability to beyond 20 kHz.

The key advantage of the FFT approach is that it provides
phase as well as smplitude information on the signel components.
Further, the FFT algorithms can be configured to calculate other
analysis functions, correlation, convolution, cepstrum analysis,
power spectrum analysis, etec.

In addition to the FFT, there are other techniques, such
as the Walsh Transform which essentially performs a similar
function using a different mathematical epproach.

18 5. w. Cooley and J. W. Tukey, "Algorithm of the Mechine
Calculations of Complex Fourier Series," Mathematics of Computation,
Vol. 19, No. 99, April 1965, pp. 297-301.
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2.4 TIME DEPENDENT FREQUENCY DOMAIN DATA REDUCTION

A. Introduction

LN 2

3 In Section 2.3 the different categories of frequency domain
- data analysis equipment were described. These equipments are
capuble of analyzing a given time segment of datea, producing a
single plot of the average spectral levels versus freguency. When
used in this manner the dimension of time is missing. With real
life data the energy distribution is seldom stationary with time.
Relative spectral energies shift in both amplitude and location as
: the scenario changes. Thus, as 2 rainstorm starts and builds up one
3 | might find an overall increase in broadband acoustic level. The
3 song of a bird might cause the repetitive aprearance of strong
‘ spectral lines. As a vehicle passes the data collection point,
, one would see spectral lines relating to the engine firing rate
' build up and decay. Their location in the frequency plane would
shift depending upon the Doppler effect and the instantaneous
firing rate. One can, of course, observe the chauging pattern of
data in an oscilloscope display of a real-time analyzer. This
methods>however, dones not provide a hard copy of one spectral
pattern for convenient analysis. Several means for reducing these !
data in time domain, by rapidly plotting or displaying these mul-
tiple "snapshot" spectra are available and will be described below.

e

B. Sonogrsaph-Type Display

DUV RPN S L. YO

The basic problem involved in displaying time-dependent fre-
quency-domain analyses is that of piotting three variables--
1 level, frequency, and time--on a two-dimensional surface, i.e., j
F paper, oscilloscope, etc. The different types of display equip-
ment reflect different approaches to the solution of this problem.

An example of the sonograph-type display is shown in Figure 2-
27. In this spproach, the two axes represent frequency and ‘ ;
time. The amplitude of the spectral component is represented H
by the density of darkness of the lines. Each new spectrum is
displayed as a new line across the page (vertically).

The major limitation of a normal sonograph display is its
relatively crude indication of spectral level. The dynamic range
of the plot is such that a relatively few shades of gray can be
distinguished. For this reason, au AGC is sometimes employed be-
fore the sonograph to adjust the signal level to its range of op-
eration. The time and frequency definition of the sonograph can

be quite good. Typically, 4 inches of paper is allocated for the
frequency axis.
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Figure 2-28. Example of Contour Graph Display
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2.4,B-2.4.C

The mejor adventage of the sonograph is the ease with which
one cen identify subjects of interest whose signature consists
of spectral lines whether steble in frequency or not. Such tar-
gets appear as a darkening of the trace at some point on the fre-
quency axis., If the line is not frequency stable, the darkened
section will take on a "slant" as a function of time. The "track"
of the subject is still reedily apparent.

C. Contour Graph Display

As with the sonograph, the contour graph dispylays frequency
and time on the two major axes of the paper. However, rather
than indicating spectral amplitude by intensity variationg, the
contour graph draws lines which are the locus of points of equal
spectral energy. The result is analogous to a topographical map
where lines of equal altitude are drawn--hence the name "contour
graph." Typically a 42 dB dynamic range is asccommodated utilizing
seven shades of gray with a resolution of 6 dB for each shade.

As with the sonograph, the resolution ¢f the frequency and
time axes is quite good. However, the spectral level indication
is necessarily discrete since a line is drawn through points of
corresponding levels. The next line indicates a level X dB differ-
ent from the previous one. One can interpolate between the lines
to estimate spectral level but one cannot be confident of the
distribution of levels between the contours. As the level
difference between contours is diminished,the lines become some-
what difficult to follow.

On a contour graph subjects of interest having either line or
narrow band signatures usually appear as a clustering of clused
contours similar to the way 2 mountein, or if extended in time, a
mountain range, would appear on a topographicel map. An example
of a contour graph display is shown in Figure 2-28.

D. 3-D Spectral Display

The 3~D spectral display is a device used with the real-time
analyzers described in subsection 2.3.D. This approach attempts
a pseudo three-dimensionel display on the face of an oscilloscope
by a technique similar to that used by a draftsman in making a
projection drawing. The ebscissa or X-axis represents frequency,
the Y-axis represents time and the Z-axis amplitude. One spectra
after another are plotted on the oscilloscope face with a slight
shift in origin position to give the three-dimensional effect. The
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2.4.¢

approach is similar to the sonograph except that displacement in
the vertical direction is used to indicate spectral level rather
than density. This provides better resolution in spectral amp-
litude than the sonograph. The major disadvantage of the 3~D
spectral display is the difficulty in obtaining a permanent copy
since pkotographic means must be employed. Furthermore, although
regsonably good resolution in the frequency and level axes are
provided {limited by the size oscilloscope used) there is a
limitation to the number of spectra, that is, the length of time
which can be displayed simultaneously on the oscilloscope face.
After the face is "full" the next display replaces the oldest
one giving a history of the previous X seconds of datea.

The presence of a& line spectrum type signal on the display
is indicated by a deflection at corresponding points on the
frequency axis frow spectra to spectra. Thus the "track" of the
signal can be followed with time. An example of the 3-D spectral
display is shown in Figure 2-29.

Figure 2-29 Example of 3-D Spectral Display
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2.8.4
2.5 TIME DOMAIN DATA REDUCTION

A. Introduction

As discussed in subsections 2.2.F. through 2.2.H., it is use-
ful to determine the characteristics of data in the time domain as
well as, or in lieu of, the characteristics of the date in the fre-
quency domain. An c¢bvious example is the detection of an impulsive
signal whose characteristics are much more readily identified by
the shape of the pulse than by its frequency content. A more subtle
example is the identification of, say, a certain type of vehicle
whose "distinguishing characteristic might be the rate of rise and
the decay of sound level.

1. Raw Data and Envelope Data

In each of the above cases, a distinguishing feature would
be found in time domain analysis. In the case of the impulse, the
distinguishing feature was in the raw data; for example, the time
rise of pressure pulse. In the case of the vehicle, the distin-
guishing feature was the rate of change of the average sound level,
characterized by the slope of the rectified envelope of the sound
pressure level. These two examples demonstrate two of the major
cetegories of time domain dats reduction, i.e., raw data reduction
and display, and envelope or rectil{iea data reduction and display.

2. Equipment for Time Function Display

The selection of a device or technique to displaey time func-
tions is fariliated if the user is familiar with the limitations
and special features of each of the techniques«available. As of
this writing, there are over 200 manufacturers of time function
display equipment exclusive of those who produce oscilloscopes.
The techniques which are currently being applied as well as a sum-
mary of their characteristics is shown in Taeble 1. There may well
be improved systems or special models available which a particular
manufacturer may have recently developed which may not be included
in Yeble 2.-1.

The selection of a display device should be approached by
making a checklist of the available system parameters and their
importance in & particular application. The following list repre-
sents the order in which the parameters are likely to be considered:

a. Frequency Response. Can the the recorder display
the signal frequencies of interest, or the rate of change of the
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2.6.4-2.5.B

envelope? It is necessary to remember that an impulse display
generally requires that the galvanometer have a natural resonance
at least 1.6 times the highest frequency component of the pulse.
This criteria is necessary to prevent the phase shift character-
istics of the galvanometer from distorting the puise. Other re-
quirements follow from the rules for handling impulsive data out-
lined in subsection 2.2.D.k.

b. Resolution. Can the recorder resolve the high fre-~
quency components of the signal at a paper speed compatible with
the total signal display duration? Systems with high resolution
can operate at slower paper speeds for a given signal frequency.
The total duration of the recording is often vital if the parame-
ter being examined requires continuous or long duration display.

c. Recording Medium, The necessity for reproduc~
ibility and/or prolonged handling must be considered in selecting
a technique. In addition, the cost of some recording mediums
may put ‘their use out of reach of a particular program. The
selection of a medium is also affected by the length of rolis
which are readily available if the display is of long duration.
The selection of the recording medium is also closely associated
with the necessary speed with which the finished record must be
made available,

d, Portability. Will the recorder be used for
laboratory use only, or will it be used for field display? The
size, weight, and power consumption of recorders vary con-
siderably and cover the entire range from a few pounds and with
a clock spring drive all the way to hundreds of pounds with
several hundreds of watts power consumption.

e. Compatibility. If currently there is display
equipment in the data laboratory it is often important to remain
compatible with the many expensive accessories which have been
accunjulated. This consideration is generally not important
until. the selection has been narrowed to a few systems, ar;~ of
whicn ceuild be used.

B. Raw Data Reduction and Display

In general raw data is displayed whken one wants to ex-
amine the instantaneous pressure of the disturbance. This happens
most frequently when one is investigating impulsive phenomene such
as explosions. In these cases the rise time of the impulse can be
very short requiring a high speed display device, that is, one with
extended frequency response such as an oscilloscope or light-beam
oscillograph. An example of the raw data of sound pressure of explo-
sions followed by reverberation and scattering is shown in Figure
2-30. Vhen the raw data has relatively limited bandwidth pen re~
corders can be used for display.
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e. B& 4134 at 0°, 50" Frem Source b. GR 1560-P5 at 0°, 50' Frem Source
Peak Pressure: 1U5.5 dB including spike Peak Pressure: 146.5 dB including spike
140.5 dB neglecting spike 142.0 dB neglecting spike

¢. GR 1560-¥5 at 90°, 50' From Source d. GR 15¢0-P5 at 0%, 140' From Source
Peak Pressure: 142.C dB Peak Pressure: 131.0 dB including spike
127.5 dB neglecting spike

e. GR 1560-P5 at 90°, 140' From Source
Peak Pressure: 126.0 dB

Figure 2-30. Typical Oscilloscope Traces of Measurements of Sound Pres-
sure of Explosions Taken at Distances of 50' and 140" from the Event. Time-
Base =1 ms/cm; dB Refersnce = 0. 0002 pbar

W e kil

o~ 0

EREIESNE S S




ki e g

T

wy e

bk oo o iiet

-
m e G T L T Y A T e T oh g i “ T =, 1 i T'!. et

NADC-AWG-SU

20 508-2- 500

Freguently, to improve the signal-to-noise ratio of the dis- i
play, the raw data is prefiltered to remove those frequency com~ l
ponents not essential to the data. Care must be taken in selec~- ;
ting the prefilter. Generally, one performs a frequency analysis 3
on the data first to determine the pass band of the mejor energy ’
components and selects the filter accordingly. ©One must be

cautious, however, to preserve the relative phase relationships

between the components in the pass band. If a non-constant time

delay (that is a non-linear phase) filter is used, the signal

components will emerge from the filter a’ different times and tne

resultant signal will not resemble the original in either shape

or peak level. Figure 2-31 compares the output from two low pass

filters driven from a square wave source. The non-constaut time

delay of the Butterworth filter produces a ringing charsacteristic

on the output signal which is not present on the Bessel filter
output.

C. ZIanvelope Data Reduction and Display

As described in subsection 2.2.H., envelope data reduction is
most useful in establishing the appropriste AGC rates and in
determining the best post-detection fiiter constants, for a given
system. Based upon the rates of change of the sverage ambient
levels and the rates of change of the desired signal level, one
can select circuit ccnstants to meximize the probability of
detection.

1. Instrumentation for Rectified Dats Display

Although one may employ many of the devices described in Tab.-
Jle 1,it is frequently desirable to display the envelope of a given
time sequence on a graphic level recorder. This device is commonly
available and can produce a permanent, inexpensive, logarithmic
level plot versus time. The relastively slow ballistics of the
graphic level recorder can be modified with the aid of an electronic
input processor to allow the recording of brief impulsive sounds,
even if it cannot improve the resolution between rapidly repeated
sounds. Such an electronic accessory also makes it possible to
simulate the effect of meter or device tallistics. A system of this
type has been employed in the preparation cf the time domain infor-
mation in several AWG reports and its description is included herein
for this reason.

Figure 2-32 is a block diagram of the device. An input
buffer amplifier is used to present a high impedance (100 K) to
the data reduction recorder. The input buffer amplifier alsc pro-
vides a precise 12 dB gain and is capable of driving the 600 ohm
decade attenuator which follows. A subsequent amplifier with
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Figure 2-31a. Response of a 5-Pole Buttetworth Figure 2-31b. Response of 5-Pole Bessel i
Low-Pass Fiiter to Squzare Wave Low-Pass Filter to Square Wave

Geaghic
Balanced 1| oned
oselator Tiltee lavel
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4C dB gain terminates the decade attenuator and increases the
signal level for the subsequent detector. This configuration
allows the decade esttenuator to be set for a 52 dB insertion
loss. By reducing the amount of z'.tenuation, the overall gain
of the system can be controlled irn a precise Tashion. The de-
tector can be either of the peak, averaging, or ims variety.

For most of the AWG work, a wide dynamic range (in excess of

40 dB) full-wave rectifier was used as the detector. The detec-
tor is followed by an RC filter with variable attack and decay
times. These time constants can be adjusted in accordance with
the requirements of the data reduction. Typically, a decay time
of 400 milliseconds is used to insure that the graphic level re-
corder pen reaches the maximum level of short duration signals.
Depending upon the purposes of the reduction, attack times from
1 to 50 milliseconds have been used.

The logarithmic potentiometers which are typical of graphic
level recorders function only with AC signals. Plctting time
series data on a logarithmic scale is especially valuable to the
circuit designer since growth and decay times of the time series
can be read off directly in dB per second. Referring to the
block diagram, a balanced modulator is used to convert the en-
velove level data to a proportional AC signel. A 10 kHz carvier
frequency was used and the subsequent band pass filter was suf-
ficiently wide to preserve all significant sideband components.

A plot of the linearity of the level analysis equipment des-
cribed above is shown in Figure 2-33. The input level was varied
in 5 dB steps, and the chart record shown a linearity within approx-
imately 1/2 dB over a 40 dB range.

By properly adjusting the attack and release time constants,
in conjunction with the damping of “he pen motor servo-mechanism,
the ballistics of a variety of devices can be simulated. As an
example, Table 2-2 compares the chart-record results with readings
from a standard sound-level meter. For steady-state signals, the
two devices will indicate the same value. Over a fairly wide range
of dynamic conditions, the chart record agrees within 1 dB in both
maximum and minimum fluctuations with the readings of a sound-level
meter.

Examples of time-domain analysis are shown in Figure 2-3L.
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16 October 1967 —
Detector Calibration —
%00 H= Input -
- +— T, 20 ms —
ol e e e
JO dB per inch
5
B =
l—
Figure 2-33, Detector Linearity Calibration
Table 2-2. Simulation of Sound Level Mater
Readings on a Graphic Level Recorder
TIME ON TINE OFF SLM READING BALLISTIC COMPENSATOR
(ms) (ms) (dB) READING
18)
31 127 9 +1R 834 +1R
31 63 12 + 1R 8 + 112
31 31 6 6-122
31 15 3-11 4
3 7 1 314
31 3 -3 -4
63 127 1R + 1-1R 714 + 1-1R2
6 63 512 + 112 534 + 12|
63 3l 3+1R | 317 + 12
6 15 0 14
63 7 -3 -4




i

o dt it b So Jaial

o e ik K

KT T

NADC-AWG-SU

20 6014-20 6-B

2.6 SPECIAL DATA REDUCTION TECHNIQUES

A.  Introduction

In addition to the standard frequency and time domain data
reduction, other techrniques are often employed to cull out special
significant aspects of the data. For example, it might be sig-
nificant to know the direction from which the sound arrived. In
that case, one might employ directional microphones, or arrays of
microphones, either dirvectional or omnidirectional, from which
the direction of arrivel cau be determined by special tech-
niques. Or, one might find the amplitude variations of the data
of special significance and so demodulate the signal before stan-
dard frequency and time domain reduction. Several of the more
useful techniques will be discussed in this section.

B. Azimuth Location

One useful approach to determining the azimuth of sound arrival
relies upon the special directional characteristics of the gradient
microphone. This microphone, which in its simplest form consists of
a diaphragm exposed to the sound on both sides, produces an output
proportional to the pressure difference across the diaphragm, i.e.,
to the pressure spatizl gradient.19 (See Figure 2-35.) It can read-
ily be shown that for wavelengths considerably greater than the micro-
phone dimensions the output, Ej,is given by

El= kp cos @ volts  (2-43)

where:

k is a constant determined by the mierophone dimensions and the

transducer sensitivity in volts per microbar

P is the pressure of plane progressive sound wave in microbars

8 is the angle between the direction of sound travel
and the axis of maximum sensitivity of the microphone

If a second microphcne, identical to the first is placed in

close proximity but with its axis of maximum sensitivity oriented
at right angles to the first, its output Ep is:

19 See, for example, H. F. Olson, Acoustical Engineering, D. Van

Nostrend Co., Inc., Princeton, N. J., 1957.
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Figure 2-34. Exampies of Time Domain Analysis
/— Diaphragm
¥
. Direction of [,/ Directional
3 Sound Travel Characteristic
3
Axis of Maximum 0
Sensitivity
E, = kp cos 8
Figure 2-35. Directional Characteristic of Gradient Microphone
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4

: E, = kp sin 0 volts (2-kY4)
E ) where, k, p and O are defined as before. Dividing the two'signals

} gives

, sin 8 _

, (E,/E;) =5 tan © (2-45)

That is, the ratio of the two signals is equel to the tangent of
the angle of sound arrival independent of signal strength. This
approach has been used in the acoustic azimuth locato> shown in
Figure 2-36.20 1In this device the signal levels from a pair of
matched gradient microphones after suitable filtering and proces-
sing are divided to display the azimuth vector to the sound source.

WY T T

The same approach has been used very successfully in locating
continuous sound sources such as vehicles. The line spectra from
such devices allow one to select and lock on to a single line for
analysis, This greatly improves the effective signal-to-noise ra-
tio and thus the accuracy of the device. When tracking continuous
line sources, a pressure microphone is normally incorporated in
: the array to eliminate the quadrant ambiguity in Eq. (2-45). The
sense of polarity of the pressure signal [p in Eq. (2-43) end (2-4%)]
is given by this microphone so that the signs of E; and E, given by
r Egs. (2-43) and (2-4%4) uniquely determine the quadrant from which
? the sound arrived.

[ PRI W VL P

‘ C. Detection of Elevation

By combining several gradient and pressure microphones in vari-~
ous weys, a number of interesting functions can be obtained. For
example, it becomes possible to determine the elevation of sound
arrivel as well as its azimuth. A nicrophone array utilizing these

' concepts is shown in Figure 2-37. By properly processing the out-
F puts from a pressure microphone and a pair of space-orthogonally-

related gradient microphones the microphone sensitivity patterns of

Figure 2-38 can be achieved simultaneously from the one multiple
sensor. Besides the omnidirectional pattern of the pressure micro-
phone and the cosine patterns of the gradient microphones, a donut
pattern (omnidirectional in the X-Y plane with first order gradient
nulls in the vertical plane) and upward and downward oriented car-
dioid patterns are achieved. By different processing still other
patterns can be obtained. By comparing the outputs from the dif-
ferent microphone suberrays as shown in Figure 2-39, the direction

20gCoM-02226-F, “"Development of 360° Acousticel Mortar Loca-
tor Experimental Development Model," Final Report, U. S. Army Elec-
tronics Command, Ft. Monmouth, N. J.,March 1968
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Figure 2-36b. Acoustic Azimuth Locator (Processor)
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Figure 2-31. Apparatus for Simultaneous Genzration of Multiple
Microphone Patterns
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of sound arrival cen be determined. In this case, all synthesized
microphone patterns are normelized to unity for horizontally ar-
riving sounds. The normalization epplies 1o the maximum sensiti-
vity point of the gradient transducers. It should be noted thak
in practical applications the microphone arrsy should be located
sufficiently above ground to avoid errors from ground reflections.

D. Detection via Correlation

A direction-finding technique which uses a completely differ-
ent approach, but which also can determine the angle of arrival,
uses cross-correlation between two spaced sensors. Unlike the
comparative technique, the ability to determine more than one an-
gle of arrival simultaneously alsc can be achieved. Basically,
the ccrrelation integral (see subsection 2.2.G) is,

G(t) = jg(t + 1) £(t)dt (2-46)

where g(t), £(t) are the time domain signals from the two sensors,
T 1is a time displacement (between the functions) at which the
correlation is computed. Suppose g(t) and £(t) are two outputs
from the same source at different distances from the microphones.
As < is wvaried continuously in a cyclical manner, each time it
corresponds witL the delay caused by the difference in path length
between source and sensors, a maximum in G(t) will occur. If
the sensor spacing is smsll compared to the distance to the source,
it becomes simple to convert <t directly into angle. Zero <
denotes a source always on & line that is the perpendicular bi-
sector of the line connecting the two sensnrs. If the source is
continuous, one can also effect a correlation. However, in a plot
of G(t) more than one peak can occur. Figure 2-40 is a plot of
G(t) along the abscissa for a truck moving approximately along
the perpendicular bisector of the line connecting the microphones,
since the correletion peaks around zero degrees.

Figure 2-41 is a plot of the correlation function bztween a
pair of verticelly displaced microphones with an zireraft as the
sound source. In this case, besides the peak correlation achieved
initially at about zero degrees, there is evidence of secondary
correlation pesks due to sound reflections. Figure 2-42 is similar
to Figure 2-h1 except that only the correlation pesks are plotted.
This "enhancement" makes the data easier to interpret.

Although correlation has advantages over the comparative
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system (multi-angle determination and no input calibration
necessary), it does suffer in requiring reasonable physical dimen-
sions for & given frequency; the distance required is normaelly
many wavelengths; without this the correlation peak would be very
small. Another problem occurs if the source produces a single
frequency. Then the correletion maximum is not unique and will
occur at every T equal to the period of the signal. In general,
reel life targets with cyclical outputs such as aircraft kave
sufficient non-redundancy in correlation peaks to produce a
maximum.

E. Arrays

To cover the subject of steerable arrays in depth is beyond
the scope of this chapter. However, it is useful to discuss
briefly a simple array to iliustrate the concept and indicate the
power of the approach. Arrays sre constructed from multiple
microphones spaced apart from each other. The outputs from the
microphones are combined. In the simplest case the microphones
are omnidirectional or pressure units although directional sensors
can be employed to adventage. Typically the outputs are summed
usually with different weighting factors and possibly with dif-
ferent time delay networks. The result is & polar sensitivity
pattern which is highly directional, albeit, the directionality
is & function of frequenry or, more precisely, of wavelength.

The array theory is analogous to that employed in the design of
radio antenna arrays and is similar in many respects to diffrac-
tion in optics. Consider aa array of four microphones, 1, 2, 3,
and 4, equally spaced with intersensor distance £ (Figure 2-143).
Assume the outputs are added so that

E=E, +E + E3 + E (2-k7)

where the E's are the instantaneous values of voltage output of
the respective microphones.

Assume 8 sinusoidsl sound source =2t infinity so that the wave
front is perallel and of egual peak pressure Pn at each sensor.
Then for a wavefront at angle 6 to the array,

E, = kp_ exp Jlut + 3 2 sing) (2-18)
1 m 2¢
E, = kp, exp Jwt + é'%g-sine) (2-49)
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- : 1
,} E; = kp, exp Jwt - sinf) (2-50)
F
F E, = kp exp Jwt -~ é-&g-sine) (2-51)
1 2 ¢
3
wWhere:
} k is the microphone sensitivity constant
1 w is the angular frequency of the source
}
¢ is the velocity of propagation
? By defining
sin '
x =200 on L ging (2-52)
c A
and by normalizing to !
i
kp =1 (2-53) A

m

Equation 2-47 becomes

E

exp J(wt) {fexp 33 X) + exp 32 )7 +

[exp J(% X) + exp -a(i- )N (2-54)

exp j(wt) [2 cos (% X) + 2 ros (1.;, x)]  (2-55)

For spacing of 1/4 wavelength
X =%/2 sin 8 (2-56)

so that the normalized output in dB as a function of 6 for & = A/} is:
Output = 20 log {2[cos (%E-sine) + cos(%-sine)]},dB (2-5T)

which is plotted in Figure 2-L44. The gain for £ = A/2 is plotted
in Figure 2-15.
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The above exercise illustrates the patterns which can be

E achieved by linear srrays and shows that the pattern is f{re-

guency sersitive. By using more microphones, higher order

patterns can be achieved. By combining the signals through con- |
trollsble delays, the pattern can be electricelly steered. 3

F. DEMOR

j Occasionally, the rate of variation cf the signal strength is

of more significance than the signal itself. For example, the : 1
"beating" between two engines may be more characteristic of a

device than the eagine sound itself. In such a cese the base

signal can be considered as a carrier which is amplitude modu-

lated by the desired information. Then it is sppropriate to

demodulate the signal before enalysis. This procedure goes

under the appellation, DEMOXN.

Comudong o & b o

One ordinerily thinks of the amplitude moduvletion process as
one that involves a carrier of given freauency modulated in amp-
litude by information whose components have freguencies that are
much lower than the carrier frequency. For the simple case of a
single frequency as the modulation, the resultant waveform can
be expressed as:

e(t) = A[1 + m cos (wpt + @ p)] [sin Wt + Bc)] (2-58)

’ where
1 e{t) = instantaneous amplitude of the waveform {volts) ]
A = the amplitude of the carrier {volts)
m = the modulation index (numeric)
W, = the modulating angular frequency (radians/sec)
W, = the carrier angular frequency (radians/sec)
@, = the phase of the modulating signal (radians)
#, = the phase of the carrier signal (radians)

To obtain the information, xA cos mmt from the composite em-~
plitude modulated signal, one feeds the 3ignal through an AM detec-

|
!
i
{
%
]
i
§
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tor (or demodulator) which strips off signel amplitude and disre-
gards the carrier. One wey of looking at the demodulator is to con-
sider it an item that is sensitive only to amplitude variations and
not to phenomena such as frequency or phase variations which are in
quadrature vith amplitude variations.2l This is o say that if the
carrier were to vary in frequency over some given range, the demodu-
lated output ~ould not be affected.

The above concept of amplitude modulation may be broadened
by allowing the carrier frequency, amplitude and phase to change.
This results in a waveform

tad'Ad i et

ep(t) = [£(6)] [ + m(t) g(t)] (2-59) ;
where ‘
3
eo(t) = instantaneous amplitude of %the
waveform (volts) 4
f(t) = instantaneous amplitude of a
random waveform of giver band- i
width (volts) ;
m(t) = modulation index (numeric)
g(t) = instantaneous amplitude of a

waveform having frequencies
much lower than those in f£(t) (volts)

When eo(t) is passed through an AM detector, the output is
essentially g(t), that is, the output is the envelope of f(t).

A sound snalog of ep(t) may be encountered. It may be
seen that there is envelope information in the composite sig--
nal so that AM detection must first be effected to reduce this
type of data.

The uselulness of the DEMON technique is demonstrated. in
Figures 2-k€e and 2-L6b which depict identical frequency enalyses ]
of the sam: data, one bvefore and one after demodulation. A dis-
tinet structure is apparent in the demodulated deta which does
not appear in the analysis of the raw data.

JE

2l gee A.Hund, Frequency Modulation, McGraw-Hill Book Co.,
Inc., 1942, p. 3. '
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2.7.4-2.7.B
2.7 MODELING
A. Introduction

The term model, as used in signal analysis, is a mathemati-
cal expression describing a phenomenon in general terms. The
purpose of the model is to provide a means for estimating the
performance of a system or a device mathematically without physi-
cally testing it. Thus, a Gesign may be evajueted even before
it is engineered or produced, or a complete scenario can be anal-
yzed to predict a system performance. Obviously, the validity
of the evaluation depends upon the validity and completeness of
the model. Modeling for acoustic detection systems encompasses
not only the system model, but source, noise, and propegation
models. These techniques sre discussed in this section.

B. Basic Considerations for Modeling

The function of a model is to provide a simplified mathe-
matical expression approximating the behavior of a real function
to an accuracy sufficient for the purpose for which the model is
to be used. Models should have several important characteristics.

1. Their accuracy should be commensurate with the accuracy
of the data. Typically, this means that the model should fit
the data to within a few decibels. Accuracies greater then a
few decibels usually are not warranted because of the accumula-
tion of inaccuracies in microphone calibration, distance esti-
metion, recording accuracy, analysis equipment accuracy and
linearity and sensitivity of the simulated system to smell changes
in signal level.

2. They should include all parameters of significance.
Significance is a quantitative term rather than a qualitative
term, and a parameter of significance is one which affects the
model by more than a few decibels.

3. They should be of a form suitable for entry into a com-
puter. This means that they should be piecewise linear in deci-
bels, and without significant discontinuities. If this is not
possible, they should be given in tabular form.

4, In view of the general inadequacy of theories based
on excessively idealized models, the models should conform to
measured parameters rather than calculated ones. Only in the
event that some important parameter camnnot be measured should
theoretical results be used. In every case where measurements
conflict with theory, the results of measurements should be
employed.
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C. Model Structure, Sources

For a continous spectrum, the model should be a piecewise
continuous approximation to the measured spectrum. The pre-
ferred approximations are constent, linear and logarithmic in
decibels with frequency in that order. The continuous struc-
ture will be a mean spectrum averaged over as many spectra as
are stable.

For a line spectrum, the model should contain &1l signifi-
cant lines. The line strength in SPL should be given for each
line. The SPL values should be the mean averaged over as many
spectra as are stable. If possible, & simple equation should
be given relating the frequency and level of each of the. lines.
Where this is not possible, the model, based on measurements,
should be given in the form of a table.

#here some parameter of the mcdel, suchk as SPL or line
frequency is observed to be a function of time, the time-
dependent function should be expressed in the simplest reason-
ably appropriate terms. If the veriation is periodic or nearly
so, then the time function should be expressed as a periodic
function having parameters approximating the mean of those ob-
served. If the variation is random, distributions and variances
spproximating the mean observed characteristics should be used.

Sound propegating from sources moving in space often may be
considered to have the appropriate theoreticel Doppler shift,
but otberwise to have infinite velocity cf propagation. In other
words, the sound may be considered to arrive at the sensor in the
same instant that it departs the source. When arrays of micro-
phones or large-scale scenarios are used, propagation velocity be-
comes important; its effect should be considered in the model.

For those sources which mey be localized in space, such as
aircraft and vehicles, SPL and PSL values are usually given,re-
ferred to their velue one meter from an equivalent point source.
For those sources which cannot be localized in space, such as
environmental background noise, it is usually convenient to re-
fer to thée SPL and PSL values at the microphone.

D. Model Structure, Transducers

The directional sensitivity of the transducers is custo-
marily given in three-dimensional space in either Cartesian or
spherical coordinates.

2-9L.
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For each transducer, the ratio between the rms voltage {
that would be produced in a perfectly diffused sound field !
E, of constant frequency and given sound pressure and the rms
voltage produced in response to & plane progressive sinusoi-
y dal sound wave arriving in the direction of meximum sensi-

) tivity should be given. This ratio is termed the Random
3 Response.

The formulee for directional sensitivity of a number of
transducers can be found in standard acoustical texts.

E. Model of Sound Propagation

The process of sound traveling through a complex props~
gation environment may be mathematically modeled in terms of
environment parameters. A first-order modeling technique
treats the environment as an invarient linear filter, and the
sound sources as a time waveform (signature) whose frequency

components are determineble. Both the source-signature and
t the filter characteristics of the environment ere determined
experimentally. The mathematical model then becomes:

o

SPLr(f, r, 8) = SPLo(f, e) + B(f, r, 9) (2-60)
(aB re 0.0002 pbar)

where

SPL (f, r, 0) = sound pressure level of & given fre-
T quency corponent of the signature at
range r, snd angle © from the source

in dB re 0.0002 pbar

SPL (£, ©) = sound pressure level of a given fre-
(o] R
quency component of the signature, at
unit distance from the source, in a8 giv-
en direction @ in dB re 0.0002 pbar.

B(f, r, @) = the attenuation,dB, caused by the en-
vironment in a given direction, at a
given frequency and as a function of
range

r = range from source

225ee footnote 19, p. 2-78
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Eq. (2-60) may be modified to give the following approx-
imate form:

SPLr(f, r, 8) = SPIb(f, @) -20 log r - a(f)r {2-61)
(dB re 0.0002 ybar)

o{f) = the ottenusiion coefficient at frequency f due to
the propsagation characteristic of the enviromnment,
dB/m or AB/ft

For the Eq. (2-61) spherical sound spreading and a constant attenu-
ation with range, due to the media, are postulated.

The terms SPL (f, 0) and a(f), in Eq. (2-61) may be deter-
mined by measuring sound pressure levels of each different frequen-
cy at different ranges within the propagation environment. The re-
cording ranges chosen should not be in the near field of the source;
this means that the signatures are recorded at a range several wave-
lengths greater than the wavelength of the lowest freguency present.
A convenient source of energy for different frequencies is an im-
pulsive sound source like an explosion of a small charge of THT or
a pistol shot. To illustrate how SPL, and a(f) are determined con-
sider that an explosion is set off and signatures at ranges 100, 200
and 400 m from the source are recorded. Also, suppose that when
tnese signatures are reduced, using techniques in Section 2.3, the
following date for one frequency band is obtained, and the set of
calculations shown below is performed:

Range r, meters 100 200 koo
SPL, (dB re 0.0002 pbar) 25 17 8
Spreading loss correction, ko 46 52

20 log r - - -
SPL_ - or 65 63 60

The results are plotted as shown in Figure 2-47.
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The slope of a regression line through the points is a(f),
in @B/m. The dispersion of the measured points about the line
indicates how well the constant factor a(f) models the attenu-
ation phenomenon. The intersection of the line with the ordi~
nate at r = 0 is SPLo(f, 6) for the given environment.

Equation (2-61) for the above conditions (which we designate A)
may then be rewritten as follows:

SPLr(f s eA) = 66.5 - 20 log r - 0.0162r (4B re 0.0002 pbar) (2-62)

The above procedure may then be cerried out for remaining per-
tinent frequencies and directions of propagation that characterize
the source and the medium. Results may then be extrapolated to fit
other'similar environments, or other ranges not measurel; care is
necessary not to overextend the extrapolation. Normelly, the ex-
periment would be done meny times with many more data points. When
a line is fitted to the data, the scatter will give an idee of the
uncertainty of the data.

A more sophisticated approach to modeling, yielding approxi-
mately the same result but a better statistical determination of
the parameters involved, is the use of regression analysis. Here,
more complicated forms of modeling can be investigated with com-
parative ease, along with an ability to determine the significance
and confidence of the various terms.23
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Figure 2-47. Graph for Estimating SPL0 and O

237. R. Harris, "A Study of Using Multiple Nonlinear Regres-
sion Analysis for Acoustical Modeling," Report No. NADC-SD-702T,
Naval Air Development Center, Warminster, Pa., 19 June 1970.
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CHAPTER THREE: PROPAGATION

3.1 INTRODUCTIOR

Sound waves travel from source to receiver through open at-
mosphere that is by its nature in constant motion and fluectuation.
Density and temperature, wind and humidity, are never uniform in
a given volume of open air under observation nor are they constant
in time. The longer the transmission path through atmosphere, the
more important is the effect of the interposed ground conditions
on the received sound. Because the atmosphere is neither homoge-
neous nor quiescent and the ground covering can vary to a large
extent, propagation of sound in open space constitutes a compli-
cated statistical problem. It is the purpose of this chapter to
present a combination cf theory and empiricism on propagation
studies made of acoustical signals in vearious types of atmospher-
ic conditions and foliage using as a basis the experimental data
gathered in the years between 1966 and 1570.

In the study of propagation of sound, two approaches usually
are used, one being the ray path theory and the other the normal
mode theory. Each of these approaches is best adapted to specif-
ic situations. The ray path method is appropriate to the study
of propagation in the atmosphere when the boundary conditions are
meirly due to ground. This approach is treated in subsections
3.3.A through 3.3.D. The normal mode is more convenient when mul-
tiple and well-defined boundary conditions exist such as those we
find in shallow water with both the bottom and surface reflections
present. This method is discussed in Section 3.h4. The real world
problem in air is complicated by scatter as described in Section
3.5. Empiricael fit is appropriate in these cases with the model-
ing being determined by physical considerations as derived from
r&y path theory, which is discussed in Section 3.2. In the stud-
ies undertaken, except for a few isolated cases where strong tem-
perature inversions and/or heavy canopy foliage allowed some chan-
neling to take place, this latter type of modeling appeered to be
quite adequate. Other aspects of modeling are treated in Ssc-
tion 2.7.
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3.2 ANALYSIS OF SQUND PROPAGATION

A. Introduction s

Ordinarily, the decrease in sound-pressure level at a dis-
: tance from the source in an ideal, homogeneous, loss-free at

’ mosphere is most affected by the spreading of the sound waves
which are radiated by the source. The sound-pressure emplitude
from a point source varies inversely as the distance from the
source. That is, there is a drop in sound-pressure level of

; 6 4B with each doubling of distance away from the source.

. bt distances large compared with its size, the sound source

can be treated as a point, even though it is not physically very :
small. If we know that sound-pressurz level L, at distance rq, '
theoretically the sound pressure level L in the same direction

at another distance r is given by :

= L, - 20 log {r/r_), dB (3-1)

B. Excess Attenuation

It has been established experimentally that the level of

the received signel after it has travelled some distance along

[ the ground is almest always below the level which would be ex~

pected if sound propagation had taken place in homogeneous eir l
at rest over a perfectly smooth reflecting ground plane. The
difference between the attenuation actually observed and that i
due to sphericel spreading alone is frequently referred to as ?
"excess attenuation" (Ag)S" This is a useful guality for '
deseribing the “rensmission path between source and receiver *
acoustically. The excess attenuvation depends, generally speak-

ing, on the frequency of the transmitted sound end the distance

between source and receiver and on the ever changing character- '
istics of the atmosphere. The sound pressure level equation is |
thus modified as follows:

L =1y - 20 log r - Ay, dB (3-2)

The excess attenuation A, deperds on the following factors:

2hL. L. Beranek, ed., Noise and Vibration Control, McGraw-
Hill Book Co., Inc., New York, 1971, p. 169. It is equivalent to
the quantity "transmission aaomaly" in Principles and Applications
of Underwater Sound, U. S. Gov't. Printing Office, NAVMAT, P-967L, d
Dept. of the Navy, 1968, p. 8.
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1. molecular sbsorption of sound in the air

per gy o Temy

2. refraction of sound waves due to the presence
of verticel temperature gradient and wind
gradient

LA

3. attenuation and scattering of sound by trees,
bushes, and other solid obstacles '

The contributions of each of the above factors to the ’
overall excess attenuation are not strictly independent in the
general case although, as a first approximation, some of these
effects can be regarded as independent. Under most practical
conditions, the excess attenuation at a given frequency of the .
sound is directly proportional to distance. So we have

L=1I; - 20 log r - or, dB (3-3)

. W~

where o designates the excess attenuation per unit distance. Eq.
(3-3) of course expresses the same law as has been previously for-
mulated in Eq. (2-61) assuming that the direction of propagation 0
is a constant.

C. Dependence on Humidity and Scattering

The molecular absorption of sound energy in air depends
on frequency and humidity. It has been determined theoretical];y25
and confirmed experimentally2 by a number of investigators. ‘
Over open level ground, appreciable vertical temperature and
wind gradients almost always exist; the former because of the
hest exchange between the ground and the atmosphere, the latter
because of the friction between the moving air and the ground.
Because of these gradients, the speed of sound varies with
height above the ground and sound waves are refrached, that is
to sey, bent upward or downward. Under these conditions, the
straight line transmission characieristic of the sound is re-~
duced.

Scattering refers to deflection of sound energy rfrom its

23y4. o. Kneser, "Interpretation of the Ancmalous Sound
Absorption in Air end Oxygen in Terms of Molecular Collisioms,"
J. Acoust. Soc. Am., Vol. 5, 1933, p. 1l22.
1]
265, 3. Evans, and E. N. Bazley, "The Absorption of Sound
in Air at Audio Frequencies," Acoustica, Vol. 6, 1956, p. 238.
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original path by obstacles suspended in air; thus being dimin-
ished in the directicn along which the receiver is located.

Sound traveling through dense woods and shrubbery is attepuat-
ed through absorption by leaves on trees and on the Eround and
by multiple scattering by the tree trunks and limbs. T No com- ,
prehensive theory exists concerning the Jungle acoustics at

this time. Some results of experimental efforts have been pub-
1ished?%529>30 ynich this report will attempt to irterpolate !
and extend in allowing a greater understanding as to the eflect !
; of various foliages on the propagation of acoustic signals.

3.3 RERAY PATH THEORY

A.  Refrection

3 In 2 homogeneous medium, where the velocity of propagation

L is constant, sound energy travels in straight lines and many sound
phenomena csn be explained in terms of ray path theory in a manner
analogous 0 geometrical optics. In a medium of variable velocity, , i
Snell's law of sines (Figure 3-1) can be used to describe the re-

fraction of sound rays; i.e. sound rays are deflected if the velo- i
city of propagation of sound is not the same at all points. When
a plane wave passes obliquely from a medium of higher velocity, cj,
to one of lower velocity, cp, the ray will bend toward the normel
to the boundary according to the law

cl/c2 = sin 61/51n 62 ?

where the 0's are the respective angles relative to the normal.

2 .
rM. P. Givens, W. L. Nyborg, and H. X. Schilling, “Theory
of the Propsgetion of Sound in Scattering and Absorbing Media, "
J. Acoust. Soc. An., Vol. 18, 1946, p. 28k, )
280. F. Eyring, "Jungle Acoustics," J. Acoust. Soc. Am., "

Vol. 18, 1946, p. 257-270.

29F. M. Wiener, and D. N. Keast,"Experimental Study of the .
Propagation of Sound Over Ground," J. Acoust. Soc. Am., Vol. 31, :

1959, p. T2k.
3

E

0
T. F. W. Embleton, "Sound Propagation in Homogeneous

f Deciduous and Evergreen Woods," J. Acoust. Soc. Am., Vol. 35,
1963, p. 1119.
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Figure 3-1. Snell's Law: cllc2 sin Bilsm 82

When the velocity of sound at each point in the medium is
known, it is theoretically possible to calculate the sound rays, :
or paths, along which the sound energy propagates. f

B. Effects of Temperature and Wind

In an atmosphere at complete res + the dependence of sound '
velocity ¢ on temperature is given b '

c = coJE/To (3-4)

where T is the absolute temperature in degrees Kelvin, and c,
is the sound velocity at the absolute temperature To.

31A. B. Wood, A Textbook of Sound,G. Ball & Sons, London 1946, F.
p- 2&7. i
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3.3.B-3.3.C

If wind is present (see Figure 3-2), the resultant velocity is
then the vector sum of the wind velocity ¥ and ©, the latter vector
being taken perpendicular to the wavefront.

c. Temperature Gradients

Assuming that the atmosphere is stratified so thet the tempera-
ture et all points at the same height above ground is the same, the
sound rays will be benl upward or downward dependent upon whether
the vertical tempersture gradient is negative (called temperature
lapse) or positive (called temperature inversion). The refraction
of sound through atmosphere with a constant temperature lapse rate
is illustrated in Figure 3-3. The geometrical construction of the
ray paths for a given velocity gradient can be found in the liters-
ture.32,33 It can be shown thet when the temperature gradient is
constant, the rays are circuler. A1l these circles do not have the
same radius but all their centexrs are at the fictitious level of ab-
solute zero temperature. When the temperature gradient is negative
upward, this level is sbove the ray, which censequently curves up-
ward as shown in Figure 3-3. When the temperature gradient is posi-
tive upward, the zero level is below the rgy, and it curves downward.
Temperature refraction, in the atmosphere is analogous to the optical
phenomenon of m:i.rase.3!4 In the case of negative terperature gradi-
ent, there is a limiting ray whicn Just grazes the ground at a dis~
tance x from the source of sound, i.e., it is possible to have a
"shadow zone" into which no direct sound can penetrate. Shadow zones
are never sharp in the sense of light because acoustical diffraction
effects are associated with much longer wavelengths and, in addition,
sound energy is scattered into the shadow zone by turbulence.

32¢. B. Officer, Introduction of the Theory cf Sound Trans-

mission, MeGraw-Hill Book Co., Inc., lew York, 1958, pp. 58-61.

2
3"L. E. Kinsler and A. R. Frey, Fundamentals of Acousties,
second ed., John Wiley & Sons, New York, 1962, pp. L6L4-L68.

3k

See p. 323 in footnote 31, p. 3-5.
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Figure 3-2. Construction of Ray Dirsction
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Figure 3-3. Sound Rays in a Medium of Negative Temperature Gradient
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The temperature structure of open air may take various
forms as shown in Figure 3-4 at three different times of day.3”

D. Sound Channeling

When particular velocity gradients are present in the at-
mosphere, it is possible to create various unique situations.
Consider the double gradient case in which there exists a region
of increasing sound velocity with height followed or preceded by
a strong decreasing sound velocity with height. If the sound
source is placed in the position indicated, the ray diagram will
appear as in Figure 3-5. It is observed that a level at vhich
the velocity of propagation passes through a maximum value has
a tendency to regel sound rays, and a level at which the veloc-
ity of propagation passes through a minimum value has a tendency
to attract sound rsys. Figure 3-6 is a temperature profile of
the atmosphere that illustrates the path of sound rays leaving
the source in such a way that the sound is trapped. This phe-
nomenon is known as a sound channel and causes intensification
of sound in the channel with little sound emitting outside the
channel.

When sound waves are constrained in the channel, their
energy is not attenuated as rapidly as with waves in a homo-
geneous medium. The ipnitial spreading is spherical out to a
distance r, where the channel is said to be filled, but from
there on the spreading is more nearly cylindrical. Under
these conditions, the transmission loss associated with spread-
ing is given by the equation3

H =20 log (rl/l) + 10 log (r/ry)=10 log r, +10 log r (3~5)
which is less than 20 log r, associated with spherical spread-
ing. The low-frequency components of sound signals for ex-
rlosive charges detonated in this channel can be propnagated
over tremendous distances.

3.h NORMAL-MODE THEORY

The propagation of sound in an elastic medium can be

3bL. L. Deranek, ed., Noise and Vibration Control, McGraw-Hill
Book Co.. Inc., New York, 1971, p. 185.

36

See p. W71 in footnote 33, p. 3-6.
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3.4

described mathematically by solutions of the weve equation

using the appropriate boundary and medium conditions for a

particular problem. The weve equation in rectangular coor-
dinates may be written as

1 Su_6u_ du_ du (3-6)

where x, ¥, z are the Cartesian coordinates of space, t is the
independent time variable, u is some dependent variable such as
the local magnitude of the sound pressure, and ¢ is s quantity
which has the general significance of sound velocity asnd which
may vary with the coordinates.

There are two theoretical approaches to a solution of the
weve equution. One is the ray theory which has been summarized
in Section 3.3. The other form of solutioun of the wave egqua-
tion is the normel-mode theory, in which the propagation is de-
scribed in terms of characteristic functions called normal modes,
each of which is a solution of the equation. The normal modes

are combined additively to satisfy +he boundary and source con-
ditions of interest.

In mathematical physics every student is familier with
<he normal modes of vibration. As a rule, the concept is
first introduced in the context of finite, discrete systems
of masses and springs, vibrating molecules, etc. 1In this case
it is shown that the motion of any conservetive mechanical
system near a configuration of stable equilibrium can be com-
pounded of a finite number of harmonic vibrations of some spe-
cific frequencies. These ideas are extended eesily enough to
bounded continua, examples of which are the acoustic modes of
a room, the characteristic modes of a crystal, etc, 1In these
cases, there are infinitely many discrete eigenfunctions. When
the normal mode concept is applied to unbounded continua, the
examples are the treatment of the electromagnetic modes of in-
finite space used in the gquantum theory of fields. Here the
frequencies may be dense and form a continuous spectrum. Biot
and Tolstoy37 nave generalized the procedure to conservetive,
unbounded, mechanical media of eny type, so that the normal-mode

3TM. A. Biot and I. Tolstoy, "Formulation of Wave Fropaga-
tion ir Infinite Media by Normal Coordinates with an Applice-
tion to Diffraction," J. Acoust. Soc. Am., Vol. 29, 1957, pr.
381-391.

2-10
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3.4

concept may, in principle, be used to all types of mechsnical,

electromegnetic, and electromechanical waves. In certain cir-

cumstances, the ncrmal-mode theory seems particularly suited

for a gyscription of sound provagation, for example in shallow
8

water.

, In the normal-iode analysis it is noted that each different
mode can exist independently of all the others, and one can thus,
in principle, change the amplitude associated with a given mode
without affecting any of the others. In this sense, the adjec-

tive "normal" applied to the individual modes is a true charac- :
terization of their mutual independence--quite analogcus to the ;
mutval independence of displacement along perpendicular direc-
tions (orthogonality).

b RS R Mheis o

Tc obtain a general idea about the mathematically compli-
cated normel-mode theory, one may consider the propagation of
low frequency sound in shallow water where interference effects
resulting from repeated surface and bottom reflections are a
douminant factor in determining the nature of the propagation.

] In such cases, if the bottom is reasonably flet and level, the
ocean acts as a waveguide. If the wave is traveling in certein

E specific directions relative to the horizontal, it will be re-
enforced by coustructive interference. In all other directions
cancellation will occur. Various expressions for the normal-
mode soluticn of the wave equation are given by different au-
thors. Brekhovskiki30 gives the soluticn for the case of a
pressure-release surface and a perfectly rigid bottom as follows:

[-<]
oni (1)
] u=— Z cosh bg'zo cosh blz Ho (xzr) (3-1)
1 where =0
) by = i(2+3)w/n
o) 1 1
xg = hb," + k°)%/n = [(kn)>- (2 +3)2r% P /m
£=0,1,2, ...
k = wave number = 2n/)\

38L. M. Brekhovskikh, Waves in Lasyered Media, Academic Press,
New York, 1960, pp. 366-385. !
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3.4
h = water depth
2, = source depth
z = receiver depth
Hél) = Hankel function of the first kind

Modes propageting without attenuation are those for which the
argument (xzr) of the Henkel function is real; those are the
modes for which kh> /2 or h>A/L, that is. those for which the
water depth is greater than one-querter wavelength. The fre-
quency corresponding to h = A/l4 is termed the cutoff frequency s
frequencies lower than the cutoff frequency are propagated in
the channel only with attenuation and are not efrfectively trap-
ped in the duct. The variation of pressure with depth of the

first four modes is shown in Figure 3-T.

Each mode can be conceived to correspond to a pair of
waves incident upon the boundaries at an angle B and propa-
geting in a zigzag fashion by successive reflections. For
the first two modes these equivalent plane waves are shown
in Figure 3-8, where the lines denote the pressure modes
(zero pressure) and the + and - signs give tha polarity of
the pressure between the pressure modes.

For the case of sound transmission in deep sea, the normal-
mode soluticn is different from the shallow water transmission
in that deep water is considered to be underlain by an elasti.c
medium instead of a fluid (sedimentary) medium. Adequate
treatment can be found in the literature.39 Figure 3-G iilus-
trates the different types of propagetion paths that exist ve-
tween a source and a receiver in the deep sea.’0 At short range
(a), there is a nearly straight-line path between the two, end
the transmission loss is determined by spherical spreading,
plus a loss due to absorption if the frequency is high enough,
and modified by interference effects of the surface reflection
for a near-surface source and receiver.

39see pp. 161-18Y% in footnote 32, p. 3-6.

i“:)R. J. Urick, Principles of Underwater Sound for Engineers,
McGraw-Hill Book Co., Inc., New York, 1967, p. 15k.
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Figure 3-7. Sound Pressure Versus Depth for the First Four Modes
For a Pressure-Release (Soff) Surface and a Riqid {Hard) Botiom
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Figure 3-8. Plane-Wave Equivalents of the First and Second Modes in a !
Duct with a Pressure-Release Surface and a Rigid Bottom

. (a) v (¢)
=SS AVAVAL

N/ o SRS

Figure 3-9. Tropagation Paths Between a Source and a Receiver
in Deep Water *
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3.4-3.6

At longer ranges, propagation occurs in the mixed-layer
channel (b), involving repeated surface reflections and leak-
age out of the channel to a receiver below. Propagation may
occur also via "bottom-bounce" reflected paths {c), which suf-
fer a reflection loss at the sea bottom and along which the
trensmission ioss is determined by spherical spreasding plus
absorption and by the bottom-reflection loss. At still great-
er ranges, convergence-zone transmission (d) takes place where,
within a zone a few miles wide, convergence gains between 5
and 20 dB occur, depending on the depth. Beyond the first pair
of convergence helf-zones, the transmission between a shallow
source and a shallow receiver involves multiple reflections
from the bottom (e). In the deep sound channel, long-range
propagation occurs over internally reflected paths (f) and is
esperially good when both source and receiver lie on the chan-
nel exis.

3.5 SCATTERING AND REVERBERATION

When a sound weve encounters an obstacle, some portion
of the wave is deflected from its originel course. It is
usual to define the difference between the actual wave and the
undisturbed wave~-which would be present if the obstacle were
not there--as the "scattered" wave. When a plane wave, for
instance, strikes a body in its path, in addition to the un-
disturbed pian wave there is a scattered wave, spreading out
from the obstacle in all directions, distorting and interfer-
ing with the plane weve. If the obstacle is very large com-
pared with the wavelength (as it usually is for light waves
and very seldom is for souad), half of this scattered wave
spreads out more or less uniformly in all directions from
the scatterer, and the other half is concentrated behind
the obstacle in such a manner as to interfere destructively
with the unchanged plane wave behind the obstacle, creating
a sharp-edged shadow there. This is the case of geometrical
optics; in this case the hslf of the scattered wave spread-
ing out uniformly is called the "reflected" wave, and the
half responsible for the shadow is called the "interfering"
wave., 1f the obstacle is very small compered with the wave-
length (as it often is for sound waves), all the scattered
wave is propegated out in all directions, and there exists
no sharp-edged shadow. 1In the intermediate cases, where the
obstacle is about the same size as the wavelength, a variety
of curious interference phenomena can occur.

3-1%
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3.8

In the study of propagation characteristics of acoustic
energy, one common sound source is an explosive which con-
tains a small charge of TNT and detonates at not very high
altitude. After detonation, a shock wave that propagates in
all directions is produced in the medium. A typical pressure
signature near the explosion is shown in Figure 3-10 which

Pressure

\\\_____,__—————""_ —» Time

Figure 3-10. Typical Pressure Signature Near 1.5-gram Charge of TNT

has an infinitely steep front, a high peak pressure, and a
rapid decay. The shock wave is normally followed by a series
of minor vpressure pulses due to scattering. Depending on the
range from the explosive source, the received signature is
complicated by refraction and multiple path in the medium of
pronagation. When the experiment is performed in wooded areas,
the result can be expected to be very complex indeed. Some
typical data is shown in Figures 3-11 and 3-12.

In a sense, the scattering of sound may be regarded as
a reradiation of acoustic energy by the scatterers; the sum
total of the scattering contributions constitutes the so-
called "reverberation." There are two basically different
types of reverbersation. One type of scatterer occurs in the
volume of the medium and produces volume reverberation. Trees
and bushes and other foreign bodies are all responsible for
the inhomogeneous structure of the air itself. The second
type, surface reverberation, is produced by the stratified
layers of atmosphere due to temperature or other meteorologi-

3-15
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cal factors. Reverberations are heard as a long, slowly de-
caying, quivering tonsl blast following the original blast.
Thﬁlthgory of scattering of sound waves is extremely complicat-
ed ">’ beyond the scope of this chapter. Because the direc-
tion of scattering is normally back toward the source, the
term back-scattering is often used in practice. Whereas the

attenuation and absorption of sound is of interest to
acoustics engineers, back-scattering is of importance
munication problems which involve ranging techniques.

most
to com-~
It

must be taken into account under these circumstances.

3.6 SUMMARY OF FIELD RESULTS

A. Description of Test Procedures

To determine the effect of various jungle foliages on the
propagation characteristics of acoustic energy in the air, a
series of controlled tests was conducted in north Florida,
the Panama Canal Zone, Lousiana rice fields, and the Thailand
jungles during the period of time between 1966 and 1970. In
general, a well controlled omnidirectional explosive sound
source, vhich assured repetitiveness, was used with microphones
placed at various distances from the source in the medium which
was essentially uniform. The various ground-cover czonditions
are grouped as follows:

1. Heavy elephant grass, a tall undergrowth from six to
eight feet in height which could limit forward visibility to
one or two feet, with slender reeds, densely packed. Such foli-
ages were found at Panama and Suutheast Asia.

2. Heavy double canopy, a typical equator-like rain forest
where palm trees were densely packed, with & penetrating visibi-
1ity of ebout 50 feet, such as encountered at a typical site in
Panama.

thept. of the Navy, "Echoes, Scattering, and Reverberation,"
Principles and Applications of Underwater Sound, Ch. 5, 1968.

th. L. Beranek, "Disturbance of Plane Sound Waves by Obstacle:s
and by Finite Baffles," Acoustic Measurements, Ch. 3, John Wiley
& Sons, New York, 1949
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Figure 3-11. Pressure / Time for Ideal Shock Waves

2122
501 s/

}. 5-gram Explosive Shot TNT
0 in Pine Needles in Woods
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Figure 3-12. Spectrum Level of Shock-Wave Portion of 1.5-Gram

Charge of TNT Recorded in Woods
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3. Light forest with small leaves, typical of pine tree
forests in north Florida. Here the presence of tree trunks is
the predominant obstacle in the acoustical path with relative-
ly smell absorption due to the absence of large leaves.

k. Clear space, essentially light wooded area or complete-
1y open space where, in the absence of vertical temperature

gradients, the propegation is influenced by the medium and
the spherical spreading loss.

The tests were done with explosives containing 1l.5-gram charge
of TNT, placed in the foliage gbout 25 feet off access trails.
They were detonated on a hard firingz base by impact. The micro-

phones were located at varying distances suspended off the ground,
and free of any immediate obstacle.

The sound measuring equipment and test technique have been
described in detail in Chapters 1 and 2. Simultaneous tape re-
cordings were made from the various microphones which had been
calibrated so that the recorded signals could be evaluated in
absolute levels. As a further precaution, 10-dB step attenua-

tions were incorporated to insure thac no overload occurred in
the recording system.

The collected data was analyzed both in the time domain end
the frequency domain as a function of distance from the explo-
sive charge. From the findings of hundreds of experiments per-
formed in this project an insight as to the effect of the nature
of propagation characteristic was empirically derived. These
results are summsrized in the next section.

B. Summary of Field Results

1. Propagation Losses

The field datea was analyzed on the basis of the mathematical
model given by the following equation as explained in Chapter
2 > PP. 95"97=

SPL = A(f) - B(r,f) log,or - a(f)r (3-8)
where A, B, and o are coefficients that are dependent upon the
bracketed quantities, range r and frequency f. The attenua-

tion coefficients a(f) are calculated and summarized in Table
3-1, for frequencies from 50 Hz to 2000 Hz. In general, the

3-18

A e

N e e T
e =

i

|t e st

|
i
4
i
'
}




ke)

P

" ~

— - r——
e e g e o g S T

N i

NADC-AWG-SU

Tahle 3-1. Attenuation Coefficients as a Function of Frequency and Foliage

ATTENUATICE COEFFICIEWTS ¢, dB per foot
CONDITIONS
Lightly VWooded
Heavy Elephant Doudle Caropy Floride Clear Space
Crass Paln Trees Pine Forest {above river)
FREQUENCY 6 ft K.crophone 6 ft Microphone 30 ft Micrcphone 1 £t Microphone
IN HERTZ Hefght Height Height Height
50 0.0L ~ 0.05 0.02 —— ——
100 0.0k - 6.05 0.02 - 0.025 ——— ———
200 0.04 - 0.05 0.02 - 0.03 0.01 0.005
500 0.04 - 0.05 0.02 - 0.03 0.016 0.008
1000 0.05 - 0.055 0.02 - 0.03 0.02 0.608
2000 0.06 - 0.065 2.0k 0.025 0.0:7
KOTE: 1. W¥hen a range of experimental values was obtained
the range linits are shown
2. 20 log r spreading loss assuzed
50 9
*0 \
\
\ -
8 - jvm  MID NORING (MO EAIR)
& +»
g
©
-
]
z
g
3
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0
- — * \ .
0 0 1000 1%0 10 2500
FRREQUENCS IN NEXTZ

Figure 3-13. Signal-to-Noise Ratio Versus Frequency for 500 ft Distance
and Various Background Noises; Source 1.5-Gram Explosion TNT
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3.6.B

results are in agreemeﬁt with other investigastors, for example,
' the results of Eyring. 3 The spreading loss coefficient B in
this analysis was taken as 20 for spherical spreading, which

is strictly val;d for a point source in a homogeneous, un- '
bounded medium. '

F S

It is noted from Table 3-1 that different microphone heights
were used for the collection of data, depending on coaditions.
During the test there were indications that, in the presence of
thick foliage, the attenuatibn is greater with lower nmicrophone
positions above ground than with the high microphone position.
In clear space the spreading loss, as a function of distance and |
source component frequency, appeers to some degree to be depen-
dent upon the refraction caused by temperature and wind gradient. ! &
The height of the microphone off ground can make quite a differ-
ence in its reception of the sound energy.

This observation suggests that in studies of this nature,
the microphone position should be related to the application ; i
for which the data will be used. -

2. Ancillary Results

Figure 3-13 portreys the signal-to-noise ratios versus
frequency at 500 fret for the source sigral in different
background noises. This normally meximum expected detec-
tion range was chosen because a design optimization in band-
pass is more critical at greater ranges.

B Ry’

h3See footnote 28, p. 3-L.

*When the medium has plane-paralleled upper and lower bounds, %
as explained in connection with channel formetion, the spreading ;
of waves is no longer spherical because sound cannot cross the
bounding planes. Beyond a certain range, the sound-pressure level
radiated from the source acts as if it were distributed over the
surface of a cylinder having a radius equal to the effective range
and a height equal to the separation of the two parallel planes.
Then the inverse first-povwer relation applies; i.e., a loss of 3 ;
dB (instead of 6 dB) per doubling of the range. Unpublished re- :
sults at NADC validate the megnitude of spreading loss coefficient
variation in practical cases ranging from 10 to 20.
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3.6.B-3.7.4

Tae time domein svaluation cf the propagation character-
istics of explosive signals was obtained through the oscillo-
grams of amplitude versus time at various distances from the
source. Figures 3-1% through 3-16 are typical of the result
for small explosive shots of 1.5 grams of TNT (at 50 ft and
500 ft for two different test sites). This data provided
guidance for the design of pre- and post-detection filtering
and the desired AGC constants.

The effects of predetection filtering and post-detection
filtering on signal plus noise are depicted in Figures 3-17
and 3-18, respectively.

The time domain pictures of some of the background noises
are included in Figure 3-19. The pressure spectrum level ver-
sus frequency curves are given in Figures 3-20 and 3-21,

It was observed during AWG studies that the rise and decay
time envelopes of the impulsive signals are significantly af-
fected by the nature of the medium and the distance from the
source, probably due to reverberation and scattering.

3.7 DISCUSSION AND CONCLUSIONS

A. Attenuation Coefficients and Time Constants

Refraction due to wind and temperature gradients can modify
ordinary spreading losses, but no corrections were necessary for
the data presented here. As expected, high frequencies are atten-
uvated more than low frequenci=s. It must be emphasized that the
separate effects of leaves, stems, and ground on the propagation
of acoustic energy are not simply linear in nature, since there
will always be some interaction between parts; for example, multi-
ple reflections between the bottom of the canopy and the soil in
the csse of sparse undergrowth and between contiguous leaves and
stems in the case of vrush. These interesctions ars vory difficult
to evaluate either bty experimental or enalytical means. However,
intuitively it seems reasonable that these interactions are small
ard can be ignored to first approximation. Generally, leaf area
and accompanying stems will inecrease attenuation, especially at
high freguencies. Again, the increase in the attenuation coef-
ficient with plant density is not linear.

Figure 3-13 is useful in determining the acoustic band-
pass in order to optimize the 3/ ratio of a system. 1t is

3-21
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SHOT 1, 50 FEET SHOT 3, 50 FEET

SHOT 1, 500 FEET SHOT 2, 500 FEET

Figure 3-14, Amplitude Versus Time Presentations (1 msicm);

Frequency Limits 50 to 5000 Hz
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SHOT 1, 500 FEET SHOT 2, 500 FEET

Figure 3-15. Ampiitude Versus Time Presentations (50 ms/cm;
Frequency Limits 50 to 1000 Hz
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SHOT 1, 50 FEET SHOT 2, 50 FEET

SHOT 1, 500 FEET SHOT 2, 500 FEET

Figure 3-16. Amplitude Versus Time Presentations {1 ms/cm);
Frequency Limits 50 to 5000 Hz
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Figure 3-17. Time Domain (10 ms/cm) Presentations for Signal (No. 1 Shet, 50 Feet,
West Leg, Site Two) Plus Random Noise for Different Predetection Bandwidth
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NO FILTERING LOW PASS FILTERIHG OF TIME
CONSTANT (RC) 2 x 10~ SEC

LOW PASS FILTERING OF TIME
E CONSTANT (RC} 1 x 1071 SEC

Figure 3-13. Post Detection Outputs for Various RC Low Pass Filters,
k Predetection Bandwidth 60 to 200 Hz
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BACKGROUND NOISE - 10 MS/C¥ RAIN NOISE WITH WATER CROPLET NOI.t

50 MS/CM

BACKGROUND NLOISE - 1 MS/CM RAIN NOISE WITHCLT &ATEk C3GRLET

NOISE - 1 ¥5/(M

Figure 3-19. Typical Background Noise Time Domain Presentations
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PRESSURE SPECTRUM LEVEL IN dB re 0. 0002 MICROBAR

T X T -

0 500 1000 1500 2000 2500
FREQUENCY IN HERTZ,

RN,

Figure 3-20. Pressure Specirum Level Versus Frequency for Background Noise,
Site 2, 100 Hz Analysis Bandwidth for Three Different Samples Within One Minute j
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PRESSURE SPECTRUM LEYEL IN dB re 0.0002 MICROBAR

+16 1

+7 -

+4

+1 4

-2 -

NADC-AWG-SU
LEVEL 1
+13 1 2
+10 4\3 +
I Ly T ¥ K 3 1]
0 500 1000 1500 2000 2500 3000

FREQUENCY IN HERTZ

Figure 3-21. Pressure Spectrum Levei Versus Frequency for Light Rain, Runs 2
and 3 Have Raindrop Noise; 100 Hz Analysis Bandwidth, Site 3
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evident from the three curves that the bandpass which should
be used for a near optimum S/N ratioc varies considerably with
the typa of background noise and also probably with different
media. The tests performed at various sites at different
times seem to be consistent. The S/N ratio at the lower end
of the frequency spectrum, say, from %C t» 1000 Hz, shows
that the choice of bandwidth is not too critical.

The time domain study typified by Figures 3-1k to 3-16
reveals that the rise time of initial pulse changes apprecia-
bly with distance from the charge. From the approximate re-
lationship that rise time is equal to the inverse of three
times the upper half-power frequency, the total analysis sys-
ten has about a 70 usec capability, with the 5000 Hz bandwidth
of the analyzer being the major restricting unit. The 52-foot
shot oscillograms show approximately this rise time, whereas
the 500-foot oscillograms have & rise time twice as large.

A further investigation of the time domain pictures
shows that shot-to-shot correlation is not so predictiabie
and greatly dependent upon range. In general, one m=ay say
that at greater ranges the envelopes have an almost expo-
nential decay characteristic, while time constant increases
considerably with range-—tens of =milliseconrds at close
range to hundreds of milliiseconds at greater ranges.

B. Predetection and Postdetecticn Filtering

The advantage of predetectisn filteripg was made evi-
dent by Figure 3-15 wherein the output fro= a raadom noise
generator was mixed with the signal for differeni barni3-
widths €0-5000 Hz, €0-500 Hz, €0-200 Hz, and A00-1000 Ez.

The cptizu= bardvidih reflects the point where the maximus
energy of the shot occurred. The cffect of poct-detecticz
filtering chown in Figure 3-18 is to izprove both ihe threst-
old ard signal duratica characteristics as discussed in Thap-
ter 2, subsecticn Z.2.H.

Z. Prcragation of Zxplesive Jounds

Clarsically, 2n explosicn in free space in the tize do-
=ain has a very short rise tizme with pressures in the nonlin-
ear regicn, followed by an approxizately exponential decay
below the axbiect pressure ard a final return to azbient rres-
sure. ‘The {requency Spectru= of this sigaal is coniinucus
with increasing intensity as it approaches the lower frejuen~
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cies, where a broud peak is reached. As the shock wvave prop-
agates, it decreases in intensity because of spreading loss
and other excess attenuation that occurs {n air for finite an-
plitude vaves, From the many tests performed on the small ex-
plosive shots of 1.5 grams of TNT in covered environment, some
of the pertinent conclusions are:

1. In thick foliage, a broad energy peak be-
tveen 600 and 1000 Hz at SO feet would shift to 200 and 350 Hz
at 150 feet, and to 60 and 100 Hz at 500 feet.

2. If a ajcrophone is within 8 to 10 diameters
behind or alongside an object relative to the source, the seasur-
od pressure-tine characteristic exhidits a slov and irregular
rise time.

3. Terrain absorption losses appear to af-
fect the shock vave as they do the steady-state sounds.

k. Great variability has been observed i{n
the output levels and spectra as a function of the nature of
the terrain upon vhich the explosive charge is resting.

S. For the small explosive shot of 1.5 grems
of THT fired in the open, the spectirur decays at adout 7 4B
per octave above 2 kEz. For the charge fired in the voods,
the decay above 2 kHz is sbout twice that ir the open, l.e.,
approximately 14 48 per octisve.

6. The resulis cbiained for propagatioe of
souzd over open level terrain vill not {n general apply vhere
the transnission path is predoxinantly iz voods. This is true
because in dense wvoods, the vind velocisy and vertical viznd
gradients are very much smaller for a givez vind velocitly adove
the reetops than the vind velocity ad veriical vind gradienis

over open level ground.

7. Tharee impcrtant parameters affecting he
transxzigsion of sound eaergy i{n vooded areas are the folliage
ares, runk and be density. and ground impedance. According
20 u recent paper ", the canopy car effectively de represented

by aylor, "Noise Reduction by Vegetation aad Ground,”
J. Acoust. Soc. Am., Yol. S1, 1972, p. 197

Kok
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NADC-AWG-SU

3.7.¢C

by a single thin vail of unknown surface area densities to
sound transmission, because of multiple scattering betveen leayves.
The formula for the loss through a thin solid vall is given bykS

A = 2 log,q(wsf/b1.5) (3-9)

for air at 20°C. vhere s is the area density or thc density 2imes
the thicknegs of the vall, and f is the frequency of the sound
source. Qualitatively, this means that reducing leaf area decreases
the effective wall thicknezs and increasing frequeacy increases the
effective vall thickness.

As far as the size of the trees is coocerned, little
energy is scattered by a rigid cylinder vhen the sound vave-
length is large compered tc the cylinder radius. Thus, atlen-
uation through forests by scattering of lov-frequency sound
is negligible. On the other hand, vher the sound varvelengthk
is smal) compared to the cylinder redius, scattering of high-
frequency sound is significant.

For the effect of 30il oo sound propsgation, softer, more
porcus surfaces attenaate aore at lcver frequency for aear
grazing incidence and havre more specific frequency selectice
than barder, less poroas surfaces.

‘SS« - 139 in focinvte 13, p. I-£.
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CHAPTER FOUR: CHARACTERISTICS OF SOUXD SOURCES

1.1 INTRCDUCTION

A. Gezeral Reparks

The preceding tkree chapters Pave dealt with the MerRaoliclogy
of Data Acquisition, Data Analysis aod Reductice, and vizk ke

“hecretizal axd empirical asperts ul Scusd Propagstice. Iz tkis
shasrter ve rmmarize uwxd extract sigznificeast examzies =7 “he daa
argairel, 2=alyzed, wurd reduced Surisg e time Trame of “he AWS
erfor.

The Tesulis oF the ANG offoreis alresdy BarTe been Tepnred (=
TEmeTti: SompAasy and agensy Teperis. They CiI) many Tlie calizets.
Ther werr writtez for s zumber 0f 41f%erest prolects, and thelr ob-
lectives are =22 alike. Sizmce 15 methodology englioyed erolred
vitk iz, 2elir forumiz et s 2ifYer. Mazy cf 1hete rezcTis,
drwever, c:ictaliz ralmalie srcustiisal 4ats whick das droel appliicsadli-
Tity. Az iz be cade of OtBer Tteckmnlogy =tilizatice” progrwa,
mack o7 2kis {zfermatice s poesille B2as been brough ogt‘hr'
= =ria3sified mmary fUrE &0 TR mximar 23t Se= de nmie
T where sperepciate.

L’.

[N X

T2 i icalar soaxds stimdied 'y the AN f2edly repTerens
2 xEall e of the 1132 we emcometer iz dally 1ife. Scme are veoy
special wnxd (= gemernl mlemiliar 2 15e lagme=. N ctder: Mare

1Tl &l cammereial inporiamce as well as esrvircomesial sig-
{ficasce.

2l 27 25 xvailalle AG reportis were revicwel witk the (=tems
2? mereriisg specimes sconsiical datk oo boil matzral azd mo-oade
scunis.  Where formmts 2ifTer, am a%tewgt Bmi bwen malde 30 explialcs
Be A1f7eTenes.

A1
BEET AVAILABLE COPRY
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Many of the described sounds come fram differern: devices bu
have thc same fundamental origin, for example, vibrating surfaces,
gears, bearings, motors, fans, impact, detonatioas cr asrodyzaxnic
and hydrodynamic effects. A brief list composed to illustrae
this point is given fin Tadle A-1 vhich enumerates a Tev faxmiliar
categories of noisy producis, and vith cach the corresponding basic
scund-producing mechanisa.

lable 4L Primary Seurces of Noise in Weli-Kneen Prosucts

LT MIOORXTS

232 MrIeS FEDNEY L3R e
%as Twrd lmes Sxben: Pose (eree@awmmt: ¢ Ter2s !
Bamr: Owmbestion {Seteansiomas
Tisvwting swferws
P ing laperes of YQdeowisg
{ielres et yiping) arrdanioel s

Rptrolipwad s amt
orralipaaml ¢ #77etos

ierric Nglar Jrives Mrvolaamt « @ TTwr 1
Rregisgs
Gvare
L Drmtlsismere Pt leerelyaemsl  rTTrons
VA Ing s T mr—
Tresit Drupwries Twagre
Segparte
Param Tlenmwes Avealirrant r o0 er" ¢
i Sencriang
i TRrwtlng wrfecm
4
Tl oe N loawey eawriawy
Saparts
Onare
hrge Tredene iy and Spuris
TartagZsr Ny dpeens Sevelipnamb.c *T0wrns
{ “eape
i rewrws Lpienice LAl
2
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As already mentioned, there are differences in the formets of
the data, and the probles of {nterpretation is lessened by taking
advantage of the explanations and definitions which Chapter 2 pro-
vides. The data cataloged herein {s in various states of refine-
zent or processing. These vary from completely rav to those spe-
clally treated in accordance vita their mission objectives,

A compiler of acoustic data must decide vhether the mater al
i{s for a gezeral readershlp or for program-orien’ed specialiscs.
Because of this uncertainty, a general seleciion 57 data, applice~
‘le W0 e eme of “Technology Utilizatlion” in civilian areas, has
bees attenvied.

3. Prese-tastion ~ Dala

™e reporied data, haring deen reduced s d analyzed ad 3i’-
Teren: poizis iz time {n & variety of vays, dres not it neally
{320 e Thapter 2 definitioms. It becomes necessary, therefore,
¢ iz%erpre: the data coetalized {n the reporis 20 relate the in-
‘crmmiice 2 comparadle forms {n other scurces. The {mprovemen:
e? xis si“as2ice {s coe of De mairn odjectives of he present
ckarier, {.eo., Turther reductice > data 20 commor ‘ormalts.

For ke purpose of deatificatioe und categorizatioe by attri-
3xies, da%a My te clamrified in & mummber of vays & exex;. ifiec by
W Tollovizg 2ist:

1. Scuree (catalog)

T, [- 4 ft.e., Sigral Characleristiics in
Yrequenty Domalis:

ideel Signals (See pp. -1 20 -18)
Sazicoary periodic
Saticeary complex
oasi-gizmoldal (pRuse-cod srent fNumction!
Staticoary random
Tracsient
Yco-¢tat!lcoary TwAom

A3
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Real signals
Transient
Non-stationary random

Time Domain Characteristics (See p. 2-32)

Envelope

Pectified envelope

Rise

Fall time

Signal duration

Signal gradient

Effective bandwidth

3. Place

4. Program in which derived

5. Collecting Group

6. Format

The primary data developed by the many groups involved in the
AWG programs have not been reduced and analyzed to yield all of the
attributes mentioned in the above list. Many of the characteristics
referred to in the list, however, are to be found in the AWG reports.
The various analyses most commonly encountered are described in Chap-
ter 2 which contains examples of various forms such as One-Third Oc-
tave Analysis (p. 2-h43), Spectrum Analysis (p.2-4€), Af/f Analysis
(p. 2-58), Sonograph With and Without Contouring (pp. 2-6T, 2-93),
3-D Spectral Display (p. 2-69), Oscillograms (p. 2-73) and Correlation
Plots (p. 2-8T7).

Among the most important descriptions of sounds is the spectral
content which may be given in several ways. In some cases it has the
appearance of line spectra. This is shown very well by the Kay Ansl-
yzer which displays spectral lines horizontally (Figure 4-1). Other
displays are in the form of a frequency plot derived from a period of
integration.
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Figure 4-1. Kay Analyzer Section Spectrograms Taken at Times Tl and T2 !

By way of example, the data formats for reduced or analyzed
acoustic recordings presented in NADC/AWG eports might include
any of the following:
SPL plots produced by Genl. Radio 1521-B Graphic Level Recorder
Frequency Analysis plotted by 1521-B
Sonograms (Time Spectrograms)

LA b 2 S

c. Cataloging Sounds , 3

A broad distinction has been made betweéen natural and man-made
sounds. Under natural séunds one thinks of ambients involving wind,
rain, thunder, animals, insects, birds, etc. Relatively little con-
trol can be exercised with respect to these sources. With most man-
made sounds (trucks, aircraft, personnel) usually there is control
over orierntation, range and speecific operating modes, and it is pos-
sible to state absolute levels under known conditions of propagation.
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Keeping in mind the above broad classification, the following
characteristics of various sounds may be cataloged in terms of Attrib-
utes, Applications, and Instrumentation characteristics.

Wind
.Ahnosphern:<:::::
Natural< Rain
ZOOynﬁcal
Catalog of Acoustic 3;:1 or
Land

Man-made

AN

SEE LATER TABLES & LISTS

Attributes
Spectral Data (frequency content), Line Spectra
"Characteristics"
(Frequency dither modulation)
(Inciuding explanation of background contributions)
Time History
Short (Envelope, amplitude modulatiocn)
(Frequency modulation)
Long (Occurrence)
Continuous vs. fluctuating sounds
Statistical analysis for fluctuating
sound
Intensity
Source
Perceived (propagetion as influcnced by
normal environment includirg masking
factors)
Sound-level gradienth6 (time or distance)
Observation distance
Peak SPL
dB excursion
Initial peak SPL at 1 ft

6

University of Michigan, Willow Run Lsboratory, "Anelysis of
Acoustical Surveillance Parameters," by R. F. Hand, No. 1099-5-F,
Final Report, March 1969.
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Forms (Signatures)
Depends upon equipment
Processing techniques
Properties of the sound to be cataloged
Spectral Data
Time hisiory
Short (Envelope, modulation)
Long (Occurrence)
Intensity
Applications
Detection, location and classification
Techniques of display
Techniques of triangulation (positioning)
Computational
Analog

Correlation

Masking of sounds in surveillance systems
Instrumentation

Continuous and fluctuating sounds' intensity
Statistical level sorting

Rejection of scund from particular directions.

Source Characteristics

Ideally the full analysis plots of frequency content or of SPL
However this constitutes more detail
than is desired in the type of documentation assembled here although
it would provide the maximum information on the particular sound.

For the purposes of this report it has been decided that a few
characteristics such as those listed below would suffice.
mit numerical tabulation rather than a requirement for graphic plots
and spectrum analyzer signature formats which would constitute an

Identification Manual.

In all that is reported the investigator must decide how much
will be said about the surrounding acoustical environment.
he or the reader must determine the importance of this factor and

its probable influence on the data.

They per-

Either
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Typicrl Signalure Characteristics

1. Main erergy locations in the acoustic spectrum (lines)
(as defined ir -pp. 2-30 to 2-33)

2. Rise and fall times

3. 35ignal duration {for transient types)

., Effective bandwidth

S. Type of signal (as defined in pp. 2-1%4 to 2-19)

6. Frequency domain slspe

7. Test Notes: air path, microphone distance, data reference,
i.e., tape no., track no., location on tape

8. Frequency instability (short term) of lires

There is usually a discrepancy between the reported sound char-
acteristic and those that would have been perceived under "ideal"
measuring conditions. This diffcrence can be charged to the influence
of surroundings. One learns early in the practice of acoustics that

the sound emitter, the surroundings and the listener must be consider-
ed as a system.

? Our presentation, unlike the NASA surve:r,l"r does not attempt to
: explain the mechanisms of sound generation or suppression. As far as

possible we merely represent the characteristics of the sound field
as a source without environmental modification,

Normalization to a 1-Hertz bandwidth has been performed on some
of the data. An example cf ncrmalization is given on page 2-43. Fig-
ure 2-10 is repeated here as Figure L-2 shcwing the detailed correc-

tions derived from -10 log Ff where F is the fraction of bandwidth
used.

L e wakdiizs

] Pruck signatures- showing predominant lines below 62 Hz were ob-
i : tained upon subsequent analysis of the recorded data. The analysis
‘ was performed with several iypes of sound spectrometers. Typical

! 6 dB contoured spectrograms having approximately 50 4B dynamic range
; are available for many truck operating conditions and provide the

| besis for the characteristic data tabulated in this report. Some

|

analyses were made oxgr the spectrum from zero to 640 Hz with a 0.8
Hz bandwidth filter.

TAthey, S. W., "Acoustics Technology -- A Survey," NASA, SP-5093
% ' G.P.0. Weshington, D. C., 1970.

l‘8NAD(.”;~-I“'IG--32, 23 May, 1969.
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L)
i
[
- N\,
gl >
e \\ 1/3-Octave Filier Output
st ~ -13.8
L] \
5 \ “ -
Y
3
§“> “.L
N -16.6
et N
Normalized Filter Output —)\ -%.1
sl .
~
\\\
g | ~
g ==
—d
b T s e T
FREQUENCY IN KILOSERTZ

Figure 4-2. One-Third Octave Analysis of a Continuous Neise Source
Showing the Effects of Bandwidth Normalization Modified by Addition of
Calculated Normalization Corrections

k.2 NATURAL SOUNDS

A. Generali

Classification of natural sounds can be arranged according to
the source, the acoustical parameters, the geographical region in
which the tests were conducted, test code names (mission designa-
tion), date, etc. All of these have been used in the NADC tape
library listing and cross-reference system. However, the most
commonly used data retrieval entry is the "name" of the sound
source. Occasionally, geographical area is of interest for stud-
ies of combat surveillance, enemy detection, etc.

Most of the acoustic data obtained by AWG was analyzed for use
in surveillance. The background sounds thought to pose an interfer-
ence threat to such systems were of primary interest. For example,
rain has been studied because of the similarity of its spectral
characteristics to pistol signatures RIS Special filter techniques

i

9CBS Laboratories, "CBS Laboratories Dye Marker Acoustical
Assistance, Analysis of CBS Tape No. 00057," Report No. 5-25-DR-012,
Stamford, Conn., 1k July 1967, p. 51
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have also been devised, as a result of this work, to discriminate
between truck sounds and -ain background. 0

£lthough the specific purposes mentioned above Justified the
gathering of these data, the potential use of the information is
much broader, extending now into civilian environmental areas.

B. Characteristics o Natural Sounds

Particular observations on certain source characteristics
are given in Table k-2 under appropriate headings.

More specific data on sounds produced by a variety of
interesting animals are listed in Table L4-3.

C.  Jungle Sounds?’®

Under apparently quiet conditions ambient sound pressure levels
between 30 dB and 50 dB exist in the jungle, with between 2 and 5 338
per octave decrease with increasing frequency over the major part of
the spectrum.

SOCBS Laboratories, "CBS Laboratories' Dye Marker, Acoustical
Assistance Analysis of CBS Tape No. 00055," Report No. 5025-DR-013,
Stamford, Conn. July 1967T.

slﬁoward, J. R. end S. Krieg, "Summary Report of Acoustic Data
for Phase II System,”" Navel Air Development Ceanter, Johasville, Pa.,
1 October 1967, p. 2. Note: This reference contains data on filter
bandwidths and AGC response time for optimum detection of the listed
sounds in various ambients.

52NADC—AWG, Letter Report No. 22, 12 June, 1967

53NADC-AWG, Jetter Report No. 24, 13 July, 1967

SMyADC-AWG, Letter Report No. 28, 31 October, 1967.

55See pp. 1, 2, and 3 in footnote S52.
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Principal Sound Characieristics of Natural Sources

E

§

#nd Custs:

Vind Induced;

SO 43 peak at 60 ¥z (1/10-oczave mnalysts)®!
+s dB/octare slope vith increasing frequency
200 Nz 20 2 k¥z (See Figare k-10)

Signal erergy primarily below Eg31
S0 4R at 100 Fz, then ~20 d3/ocieve
23 e b0 Ez

Znergy at 200 %z and belov 33 @2 at 100 Ez, then
=3 dB/octave:

Zablent Jg&e 20 to .‘!) 4B spectrue level {See Pigure i-3)

-k dB/oc*ave slope with increasing f!eqmqsx
(See also Figure k-1).

Insects: 0.5 to & kigor
S8 a3 (20 Az bandwidts), 0.2 k¥z peaks.,

~20 dB/octave to 0.k X2z, then -5 dB/octave

Locust: 100 Mz pesk, then -3 d?./oc:avcsz
Bird all: 0.k to & XNz and deyond 3*'
Froes: 0.% x¥z

Mcokey Sk A4 peak xt MO Hz, secondary 35 43
Lowvlirg: pesk at 850 ¥z

Seer Figures k-5, A-6, k-8, k-9,

Table 4-3. Specific Fauna Sound Characteristics

A=ount Rise Time Absolute SPL of

Type of Change of Inftial Total SPL of Peak Measuresent Peak of Initigl)

of in Main Change Duration of Inftial ‘hange Distance Change at 1 ft.
Anizal [Excursson (a8) (psec) (zsec) (4B re 0.0042 pbar) (re.) (a8 re 0.0022 ubar)
Hornb{11 17 % 600 sl 200 97

14 30 600 €6 - 109

Pileated 7 10 100 5% Lso 109

Gitbon 10 20 100 sk - 121
Esbblers 17 Lo 200 61 20 89

17 3 10 64 - 91
Barbett - - 2{100) - 1%0 -
ovi 10 10 150 L6 70 &
Bulbol (2ird 22 20 1000 66 - 102
White Headed 15 50 5(300) 6% 270 121
Gidten

Barking Deer 190 20 50 33 250 -
Toad (Kalula] 16 200 500 61 30 -
Macaca 24 Lo S0 9% L0 122
Rana
Lisnocharis - - 150 - 20 -

(Frog)
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4- 2. C"4. 2-D

Figure 4-3 shows a quiet jungle spect and insect noise
level (normalized to a l-cycle bandwidth). Further inforgation
on this subject is to be found in C. Eyring's publication.

Figure 4-k in contoured sonogram format, displays with even

greater dete’l the transient spectral phenomena of a chirping jungle
bird against the ambient sounds.

D. Wind

In our tabulation of Characteristics of Natural Sound Sources
(Table 4-2), we merely list data on spectral characteristics. Wind
is such an important factor in outdoor lcw-level measurements or in
windy locations that it deserves further corment.

Chapter 1, Data Acquisition. discusses the wind effects and
the use of windscreens. In addition it is noted that wind noise is

a frustrating factor in critical low-frequency regions of the spectrum.

Noise levels and spectral properties of wind interacting with typicel
commercial microphones are given in Figures 1-8 and 4-5 for various
velocities. These figures further indicate the increase in wind noise

with wind velocity from 10 mph to 25 mph. A difference of 15 4B is
noted in this example.

Wind direction relative to the microphone has a more proncunced
effect than other low-frequency sounds because of the mecnanism by
which the noise is gencrated, i.e., interaction of the air with the
diaphragm enclosure and its shield which results in turbulence. Wind
noises that arise from the rustling of ieaves etc. 3hould be distin-
guished from that above and are characteristic of the materials acted
upon. A tabulation of all these would indeed be long. Usually the

56Univers;ity of Michigan, Willow Run Laboratory, "Optimization

of Acoustic Surveillance Systems," by R. F. Hand, No. 8510-4-F, Final
Report

5'rSee footnote 28, p. 3-k.
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Figure 4-3. Quiet Jungle Spectrum Showing Insact Noise L2vel at

Observation Distance (Normalized to 1 Hertz Bandwidth)

1-2/3 8

q

T Y T T 7T 71T 17 77 T 1T_¥r 7 1 T 1
0.05 0.08 0.125 0.2 0.315 0.5 0.3 1.2 20 315 5.9

Figure 4-4. Sour- Spectrometer Identification of the Frequency Location, Pulse
Rate and Duration of a Distinct Chirping Sound in a Noisy Environment

See page 4-9 concerning bandwidth normalization
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4.2.D-4.3.A

~ommoner sources such as trees, leaves, etc. are given, but acoustical
workers more frequently encounter the wird-microphone generated arti-
fact. These observations explain wvhy a 6 to 3 dB direction effect at

low frequencies is indicated in Figure L-6 whereas Figure LU-7 shows
directionality mainly above 1 kHz.

Figures 4-8 and 4-9 indicate the fluctuation in wind noise lev-
el in a typical low-level background measurement.

E. Rain

Rain can be important in various acoustic surveillance and iden-
tification applications because it constitutes an interfering signal.
Knowledge of its spectrum aids in the design of filters and other
electronic measures to reduce its confusing influence.

Figure 4-10 shows a 1/10-octave spectrum for rain. 'This curve

shows both a low-frequency peak at about 60 Hz (possibly hum in the
adalyzer) and another at sbout 2 kHz. Data of this type is diffi-

cult tu authenticate because the question of concurrent smbient creeps
in. In other words it is impossible to do a controlled experiment in
vhich the rain is turned on and off and thus neatly subtract out the
background sounds. As a result, some of the energy displayed in Fig-
ure 4-10 is undoubtedly from sources other than rain.

4.3 MAN-MADE SOUNDS

A. General Remarks

Various man-made noises were studied in certain foreign and
domestic terrains. The military purposes originally intended are
now applicable to a number of civilian problems. One example is
vehiculer noise. Acoustical techniques developed by the Navy for
truck and other vehicle (land, air and water) detection, identifi-
cation, classification and tracking may now be usefully applied to

noise law enforcement, crime prevention, insurance loss prevention
and nuisance reductiocn.

Field teams were sent into areas of southern and westexrr U. S.,
Panama, Southeast Asia and elsewhere to military reservations where
varizd vehicular activity was prevalent. Recordings, carefully cal-

ibrated, were obtained together with photographic documentation and
detailed terrain descriptions.
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%0 LEVEL - ¢0

12%
dB SL
1104
100
|
9‘) t
1 A: 4131 with standard protection ‘
grid. Wind parallel to diaphrags. ,
B: As A but with vind at right angle :
80 el to diaphragn.
C: As B with vindscreen UA 0082
q) D: As A with vindccreen UA 0082
701
v L T ~-T -v . g
20 40 60 80 100 120 ka/h
12 25 37 50 62 75 mi/h

(Courtssy Irvel and Kjner, Acoustic Noise Measurements, 971} !

Figure 4-6. Wind Noise as a Function of Wind Speed (in the Frequency
Range 20 Hz-20 kHz) Measured With and Without Windscreen
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4.3.4

Sound analysis programs were established in military and civil-
ian laboratories in the U. S. They produced spectral and intensity
data together with special analyses involving electrically sophisti-
cated instrumentation.

The question arises concerning the complexity of systems em-
ploying computers and whether civilian uses could justify the cost.
One example of complex analysis is considered below.

A signature may consist of a relatively uniform continuous
distribution of frequencies with spectral lines superimposed. Ex-
perience in detecting and classifying sounds has shown that the dis-
crete spectral line components are most important.

In presenting data on sounds inr general, whether man-made or
natural, there is always the yuestion of how detailed the descrip-
tion shall be. The discrete spectral line is a case in point, for
we may simply note its presence or we can track it and describe its
dynamics. The latter can be done using a phase-lock tracking loop.
This is one way a spectral line's individual behavior cen be util-
ized for characterization, i.e., a step beyond the mere recognition
of its presence. Often this characteristic of line stability can
be used to distinguish between man-made and natural sounds. The
ability of the phase-locked system to track line frequency is dis-
cussed more specifically in the following subsection on truck sig-
natures.

It should be remembered that acoustic identification of sounds
may often be supplemented by seismic signals obtained at the same
time. Seismic information may thus present an additional and decid-
ing variable for discrimination purposes.

Much of the sound data collected by NADC could be termed "fly-
by". That is, the characteristics of sounds generated by a vehicle
nearing and passing the closest point of approach, CPA, were record-
ed. This information was important to the uses of the Navy's wvehi-
cle detection and identification program. Such recordings revealed
the essential dynamic effects such as Doppler, multipath propagation
and aspect eflects. These data were useful to the Navy's need at
the time but would also have to be taken into account in similar ci-
vilian uses into which the technology might be transferred. One
thinks immediately of automatic or instrument-aided identification
of vehicles and aircraft in an environmental noise monitoring sys-
tem.
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Figure 4-10. Rain Spectrum

Under technology utilization one might include the emerging
interest in machine performance diagnosis. This ranges from check-
ing troubles in the family car up through more sophisticated in-
spection methods used in quantity-produced consumer devices, kit-
chen appliances, power tools and production machinery to helicopter
rotor bearings and other high-performance aircraft engine components.

In the paragraph above be have mentioned two technoiogy trans-
ferrences, vehicular identification and machine performance diagno-
sis. There is a third vhich deserves mention in that it usy be de-~
rived from some of the recorded Navy data. This has to do with
propagation which was covered fundamentally in the preceding chapter.
It is an item of great import to acoustical engineers who are cur-
rently assessing the expected noise levels in communities exposed to
new or enlarged highways, aircraft overflight, etc. The Federsal
Government's Environmental Protection Agency (EPA) requires that such
information be included in the so-called “Environmental Impact State-
ment" for each proposed undertaking. It is also part of the noise
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4.3.4-4.3.B

assessment vrocedure recommended by the Gffice of Housing and Urban
Development (HUD). The Department of Transportation (DOT) is simi-
larly involved. Not cnly is there to be a prediction of propagated
noise levels, but means of abatement and control through the selec-
tion of terrain heights, landscaping and other features are to be
proposed. The Navy data may be usefui here, because the influence
of terrain can be derived in many ~asc¢s. Some of the logs contain
site descriptions which are guite accurate and hence can relate land-
scape influences and sound propagation. This could form the basis
for a separate study using the considerable resources in the Navy
library of sound recordings. In other words, it should be possible
to extract the terrain influences without redoing the field tests, a
great saving of effort.

B, Truck Signatues

Truck signetures are infiuenced by many factors including the
environment, road conditions, the driver's driving hahits as well
as muffler design and the engine characteristics of e particular ve-
hicle. To distinguish between different trucks by means of their
acoustic signatures, use may be made of both time gnd freguency do-
main (spectral) data. However, it kas been found?® that although
differences in the behavior of short-term instabilities of the time
domain signature can be observed, the predominant spectral compo-
nents are more useful for classification of the vehicles.

The vehicle noise sources include the bedy, tires, transmis-
sion, differential and engine as detailed below. These are seliom
pure tones, especially in power trains which have rich harmonic con-
ternt.

1. Signature Analysisz

Factors included in the ideatificaticn process are:

Crankshaft Rate (CSR)
Cylinder Firing Rate (CFR or CR)
Engine Firing Rate (EFR)
Predominant Harmonic Pattern
Drive Train Components (DT)
Engine Idle Signsiure

lth Gear Signature

3rd Gear Signature

2nd Gear Signetwre

Harmonic Grouping

Gear Mesh Line (M)
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4.3.B

Vehicle engines operate between 600 and 3600 RPM with trucks
near 2000. Gear shifting, unsteady throttle and rough roads vhich
cause violent changes in Zoad upon the engine result in spectrsl

linc jitter. This instability provides one of the major clues to
vihicle identificetion.

Another acoustic characteristic of truck noise which can
help to identify it is its slow buildup in sound pressure level
vhich reaches a peak at closest approach and then recedes.”® Fea-
tures of a system for identifying trucks as a group, but not par-
ticular types or makes, would include sound amplification, filter-
ing, threshold discrimination and signal duration sensing.

Filterirg will eliminate energy sources outside the 100 to 500 Az
band of principal discrete frequencies produced by truck engines. The
main energy is concentrated at one or two discrete frequencies around

100 Hz. It may fall as low as 80 Hz (2-1/2-ton gasoline truck) depending

upon vehicle and operating conditions: example, 100 Hz for a 5~ton
diese16° has been obtained.

A requirement for signal duration of at least several seconds
at a selected threshold level will distinguish truck signatures
from various other rapid transient phenomena such as noises pro-
duced by fauna and personnel. Moreover, a rate of increase and de-
creage of the signal, typically in excesc of 0.2 dB/sec, is char-
acteristic of truck sounds. One may also wish to place a signal-

to-excess-over-background requirement of at least 6.0 dB upon the
identification process.

In spite of the above distinctions we will see that aircraft
sounds are sufficiently similar to be mistaken for trucks. But
note the fact that human perception easily distinguishes between

58NADC—AWG—3h,"Study of Truck Classification by Spectral
Analysis,” 15 July, 1969, p. 2.

3INADC-SD-T135A, "Land Vehicle Detection” ASW Applications of

Defense Special Projects Group Sensor Technology, 9 September, 1971,
p. 22, ’

60See p. 3 in footnote 51, p. L4-10.
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4.3.8-4.3.C

the two. The reason for this is our remembered knowledge of spec-
tral line dither. Both trucks and aircraft have spectrally rich
signatures, but usually there is considerable instability in the
former due to vehicle RPM changes. Aircraft spectral lines are com-
paratively more st-ble. Phase-locked servo loops, mentioned previ-
ously, can be devised €£c lock onto and track lines in such a way as
to assess their jJitter, thus discriminating between truck and air-
craft soundc.

C. Notes on Inilernal Combustion Engine Signatures

From truck signatures (spectrograms) one can determine predomi-
nant frequencies which in turn identify the type of engine. In terms
of Cylinder Firing Rate (CFR) and selected gear these predominances
can be expressed as harmonic components. Consider four different
vehicles and their significant identifying characteristics 1 (see
Table L-l4 and Figures L-11 to 4-18):

The spectrum consists of several discrete frequency components
related to:
Crankshaft Rate (CSR)
Cylinder Firing Rate (CFR), one cylinder
Engine Firing Rate (EFR), all cylinders

The following basic relations may be used:
= CFR x No. of cylinders
CFR = CSR (2 cycle)
CFR = 1/2 CSR (4 cycle)
Lowest frequency = CFR
Strongest line = EFR coincides with a harmonic of CFR
2nd harmonic of EFR coincides with a hamonic of CFR
Predéminant Pattern = above coincidence of frequencies
Examples;
1. There is a predominant pattern of six in the
six-cylinder in-line engine
2. The exhaust configuration in a V-6 produces
a pattern of three
Patterns often not obvious at low order harmonics be-
come so in the mid- to high-frequency range

61NADC-SD—72058, "Vehicle, Aircraft Classification Manual,” 21
April, 1972, p. 5-k.
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Table 4-4. Typical Listing of Predominant 1dentification
Frequencies and Operating Gears of Four Vehicles

YZNICLE A 2 c D
Yehfcle Velght (1its) 1970 917 18,23 19,230
So. of Cylinlers 2opposed | €Iz dine | 62 2ine | 6 13 1ne
Stroke 2 & 1 1Y
1.2, k (41 h1 ] 200
Idle

Predomizance Zoze 6 [3 6

Strongest inc R é R & CfR 18 cre 6/12

Other strong lize | CFR 12 218 cre 6/12 cre 612
2nd Gear

Predominance Xone 6 Scoe 3

Stresgest 1:ne on2 R 6 FREM2 | o2 6

Other strong lize | CFR & cre 12 7R 6122 R 9
3rd Gear etec. ete. ete. ete.
i’.h &‘: - - - -
5th Gear " - " -

These are typical 1istings useful in the ilentificatica process.
Ixemples of the spectrograss sre shovn in Yigures %-11 to ¥-18.

Table 4-5. Engine Spectra Formulae

6 Cylisder 8 Cylinder 12 Cylinder
2 Cycle | ¥ Cycle | 2 Cycle| % Cycle | 2 Cycle | ¥ cycle
USR (Kz)

Crankshaft ity § RPM RPYM RPM RPM M
Rate K3 & [4) 6 6 (N
&R

Orlinder (=53 o SR

Firing CSR 2 CSR 2 CSR 2
Rate
R
Engine
Firing CFRx6 | CFRx 6} CFRx 8] CFRx 8] CFR x 22| CFR x 12
Fate
EFR BPM x 6 | RPM x 6 || "M x 8| RPM x 8| RPM x 12| RPM x 1u
€0 60 x 2 (9] Bxz [ 0 x 2
Engine
Firing Y | R || oEe | mew | RRM it
Rate 10 20 7.5 15 5 10
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Figure 4-11. Spectrogram, Broadband and Narrow Band, for a 5-Ton
Diesel Truck at 10 mph, 2nd Gear

73, 20 Hz Bandwidth

2 Hz Bandwidth

5Ton Diesel, Half Loaded
20 mph; 4th Gear, 100 £,
Exhaust Facing Microphone

WMJ

400

FREQUENCY IN HERTZ

Figure 4-12. Spectrogram, Broadband and Narrow Band, for a 5-Ton
Diesel Truck at 20 mph, 4th Gear
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This signature is from a Dodge 3/4-ton Power Wagon with a weapons
carrier body and a 4-cycle, 6-cylinder, gasoline engine operating
at 2280 rpm. Signature is not typical as vehicle is stationary.
The CFR is 19.0, CSR is 38.0, and EFR is 114.0. The A-line is
probably from the water pump and the B-line is probably from the
generator. A-SR is 46.3 at 2780 rpm, thus A-SK/Eng-CSR is 1.22/1.
B-SR is 103.0 at 6180 rpm, thus B~SR/Eng-CSR is 2.73/1. No body
resonance reinforcement effect is seen, as the signature appears
exceptionally uniform across the spectrum.

Figure 4-13. Truck Classification by Spectral Analysis
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Figure 4-15. Engine ldle Spectrum, Large Reciprocating Engine,
Portion of Figure 4-14 Expanded for Greater Detail
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4.3.C-4.3.D

Drive Train and Accessory Lines (DT) Components are useful for
classification purposes.

Accessory lines are not necescarily harmonically related to
other engine lines.

CFR and DT lines can usually be placed in a harmonic set. (See
Engine Idle Signatures, Figures 4-1k4 tc L-16.)

Table 4¥-5 (p. U-23) gives conventional calculations for engine
frequencies. However, these cannot be relied upon to give the exhaust
frequenc-res in engines whose dimensions are such that the physical
spacing between successively firing cylinders roaches the distance
travelled by an exhaust pulse between firings.62 In these cases there
are severul frequencies other than the conventionally calculated one,
and the lztter wiil be absent.

Spectrograms indicating EFR, CR, CSR harmonics for a Dodge
3/b-ton Power Wagon (4-cycle, 6~cylinder gasoline engine opera-
ting at 2280 rpm) are illustrated in Figure 4-13.

Engine Idle spectrograms for a large reciprocating engine
(Figures 4-14, 15 and 16) illustrate the large number of lines
that may be observed. Figures 4-17 and 4-18 show the result of
transient effects when the engine is operated successively in 2nd
and 4th gear and contrasts with the idle condition above. The
sharpness of lines in these spectrograms attests to the discrete-
ness of engine fregaencies when observed with suitable equipment.

D. Aircraft

In considering -aircraft sounds one would Jlike to have the
following field-collected data:

1. Spectral characteristics of aircraft as ascoustic sources.

2. Acoustic levels generated by aircrafi as a functiou of
their distance from the sensor.

3, Influence of altitude, terrain, aspect, clouds (atmos-
pherics in general) as well as aircraft type and mode of operation.

. Spectral characteristics of masking phenomena such as
vehicles, fauna and varicus other natural or man-made sounds.

5. Time domain features of masking phenomena.

62W. B. Diboll, "The Measurement end Prediction of Exhaust Fre-

quencies in Large Internal Combustion Engines," ASME T2-DGP-2, Ameri-
can Society of Mechanical Engineers.
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Figure 4-18. Large Reciprocating Engine, 4th Gear Spectrum
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4.3.D

Since many of these factors are interrelated, i.e., influence
each other, and constitute & large number of variables, a rather ex-
tensive measurement program would be required to present the total
picture. Moreover, there are no completely adequaie means of de-
termining and describing such things as terrain characteristics

and atmospherics. Therefore a degree of generalization inevitably
enters.

In the data which follow some of the listed factors are ignor-
ed. For example, aspect effects become merged with changes in dis-
tance during overflight experiments. An aircraft at 1C,000 ft. al-
titude is still 2 miles distant when it is directly overhead, but

its aspect in this condition is quite different than when 2 land
miles away.

General evaluations or comparisons of the sound level gradi-
ents (with time) for different types of aircraft must be made with
care. It is important to note in this regard that a particular jJet
aircraft may be especially fast and hence produce different gradi-
ents for this reason. The large differences in speed during vari-

ous stages of flight will of course influence its characteristic as
a sound sour.e.©03

The investigation of aircraft noise goes back to the National
Advisory Committee for Aeronavtics (NACA), NASA's predecessor. NAC
publications on aircraft engine mufflers appeared as early as 1916. 4
The problem of civil aircraft noise and its elimination was simi-
larly reported in 1928. NASA, formed in 1958, has become a major
source of information on the mechanisms gf noise generation in
jets. The fundamental work of Lighthill 5 in England in the 50's
provided the basis for the analysis of these phenomena. Another
area of NASA investigations of interest to us concerns turbojet
aircraft engine compressor noise. To gain entry into the exten-
sive literature on the theory and characteristics of these noise

63gee p. -4 in footnote 46, p. 4-6.

69Diederichs, H. and G. B. Upton, "Mufflers for Aeronautic Engines,"
National Advisory Committee on Aeronautics, NACA Report No. 10, 1916.

65Lighthill, M. J. "On Sound Generated Aerodynamically," Proc.
Royal Soc. (Jondon), 1952, 1959.
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4. s‘D

sources reference is made to a 1970 NASA technology utilization
publication.

The aircraft acoustic data contained in the present Navy
(NADC) publication are less concerned with the mechanisms of noise
production and ways of abatement. Rather the contribution of re-
cent NADC vork lies ir reporting practical characteristics of the
measured sounds and ways in which they may be identified selectively.

It is to be expected that among all the many reports giving
spectral data on aircraft sounds there must be some variation in the
data presented. One cannot say therefore that a definite spectral
characteristic, such as -6 dB per octave, etc., exists. More real-

istically one displays vypical data for a variety of craft in a num-
ber of situations.

The -6 4B per octave slope is noted on the jJet characteristic
in Figure 4-19. However, the data given in Table 4-6 can be shown
to deviate from this form in various ways depending on conditions of
flight. We see spectral characteristics in general that vary between
-2.5 and ~10 dB per octave. With all of these factors in mind ve pre-
sent the following data:

Table 4-6. Summary of Aircraft 5ignatures

TYPE OF ATRCRAFT AIRCRAFT SIGNATURES"

Jet Impulsive in nature, most of energy below
300 Hz. -6 dB/octave with increasing
frequency (Figure 4-19). Smooth analy-
sis spectrum obtained with 20 Hz band-
width.

Prop Line spectra apparent when analysis band-
width is 2 Hz, smooth spectrum when analy-
sis bandwidth is 20 Hz. Spectral peaks
below 200 Hz.

Signal energy primarily below 300 Hz

665ce pp. 52-65 in footnote U7, p. 4-8.
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4.3.D

The spectra of jet aircraft are fairly smooth below 1000 Hz
and contain no outstanding line components (Figure 4-20). Signa-

ture Contour Mapping has been employed to present the same data in
more compact form (Figure k-231).

The spectra of piston aircraft are smooth over the 50 to 500 Hz
band, but there is evidence of one or more outstanding iine components

(Figure 4-22)shown by broad peaks in this spectrogram. The peaks
are not better resolved here because of the one~third-cctave anal-
ysis iimitation. These analog data were analyzed in real time
(Table 4-7 , Type 2).

Figure 4-1. Typical Response Characteristics for thie Ceramic
Microphones (a) 1-in., (b) 1/2-in.

TYPE TEST
CONDITION DESCRIPTION
1 Time Domain presentation of broad-band data via
Honeywell "Visicorder." Spectral analysis, 100
Hz bandwidth to 5 kHz.
2 A bank of one-third octave filters covering the
8 Hz to 1600 Hz frequency range.

A comparison of jet and piston aircraft spectra in Figures
k-20 and L4-22 leads one to conclude that a logical discrimination
decision can be based upon the difference in approach and reces-
sion spectrum levels. It will be noted that in the 500 Hz region
the jet approach levels are 40 dB higher than the recession lev-
els, while the piston aircraft's corresponding levels are low and
and gbout equal. In fact, the relationships of the entire ap-
proach and recession curves are reversed for piston and jet air-
craft.

A digital program for performing a Fast Fourier Transform was
devised so that a one-third-octave spectrum could be computed from
the same recorded data. Results for a jet are shown typically in
Figure 4-23, and for piston aircra’t in Figure b-2k.

Unforiunately the scales used do not make matching between
analog and digital analyses easy. To obtain agreement among the
several forms of data presentation, a correction is required when
comparing the analog spectrograms, which are not amplitude normal-
ized to an effective 1 Hz bandwidth, with the digital computation

h-34

X
i S o i kN hem e e iz
Y e v i k - -~

[PPSRV PP o)

FOPRRI T AU S TSIV S O RS )

SN WS U P

adaa




TR T TR WY

K adaid

SOUND PRESSURE LEVEL IN dB RE 0. 0002 dyuael/cm2

NADC-AWG-SU
61
20 Hr Bandwidth
a 589
o
&
gg 2 3x Bandwidth
>0 %54 7
36
&
EE -8 dB/Octave
§§ 524
gc
Ee
g™ 4.
5
8 W‘-"'
0 100 200 300 400 500
FREQUENCY IN HERTZ
Figure 4-19. Jet Aircraft Characteristics
100
“we-=—e= 4 Miles Approaching
i -0~—o0— Overhead
=x——X— 4 Miles Receding
80 e
60 |- .\ o—-° o\\.
» . ./.\o’/ ~——.
\. o / \ ./ \\.
)\ S~—— N - O/GN\
or N T \ \5\
t
i / \* ® \.
\' d
2 | \
0052 oS o005 ooe s o Y T R T —T 10
FREQUENCY IN HERTZ

Figure 4-20. Jet Aircraft at 10, 000-ft Altitude
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Figure 4-23. Jet Aircraft at 10,000-ft Altitude, 13-Octave Analysis Digitally
Computed Fast-Fourier Transform, Normalized to 1 Hz Effective Bandwidth
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Figure 4-24. Piston Aircraft at 5000-ft Altitude, 1/3-Octave Analysis Digitally
Computed Fast Fourier Transform, Normalized to 1 Hz Efiective Bandwidth
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4.3.D

(Fast Pourier Transform method) which is noimalized (see p. 2-k0).
A correction must be added to the latter as follows:

The correction, ¢ = 10 log (fa—f,‘),&f vhere f, is the lover
cutoff freguency and f;, is the upper cutoff frequency, must be
added. For one-third-octave analysis, fg-fj equals 23% of the
center frequency of the filter. (See Figure 4-2 for illustration
of this correction applied to one-third-octave dataj.

A typical timc spectrogram for a small jet at 1000 ft
shows the distribution of energy slopes at approximately
2.5 dB per octave (Figure 4-25). The characteristic moire
pattern is produced by a source whose energy is distributed con-
tinuously over the frequency range and the multipath propagation
geometry between the source and the microphone. Certain bands
of frequencies experience degrees of reinforcement, and others
destructive interference. It must be observed that the pattern
is a product of the propagation geometry and not the source.

Figure 4-25. Jet Aircraft Signature Showing Effect of Multipath Propagation

The influence of altitude on the avoustic levels generated by
an aircraft as a function of distance frcm the sensor in surface
miles is illustrated by the two plots in Figure 4-26. Here we see
that the peak level and -:specially the gradients are affected.

67See pp. 563-564 in footnote 35.
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Personnel
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A number of common personnel scunds are considered. These in-
clude wvalking (footsteps), talking, coughing, outdoor wood chopping.
Footsteps out of doors, except on pavement or on snapping branches,
etc., are generally faint and hard to distinguish at ranges of more
Speech, on the other hand, follows the same type
of characteristic as the commonly used SIL (Speech Intelligibility
Level) curves which depend upon ambient noise level. Some possible
levels are given below.

—_—

than & few yards.

- TTESE

Persornel Signatures6869
Footsteps at 10 feet (detection range), cutdoor.

W N

Signal Peak: 36 dB rel. to 0.0002 ubar

(outdoor ambient noise 21 dB)

Fluctuations + 1 dB. Depending upon time
constants of recording system used.

Mcst of energy in 1 to 3 kdz regior

Terrain: ruddy, rough and broken surface.

Test conditions: Table 4-8, Type 1

Talking, outdoor. Southeast Asian voices 1 octave

higher than American. 100 ft. (detec-
tion range). 42 dB peak, main energy
below 1 kHz.

Test conditions: Table 4-8, Type 2

60 dB (classical msale voice) at 1 ft.
Talking, Speech Intelligibility Level (SIL)

Chopping, outdoor at 100 ft (detection range)

YT Ty T I W e T T TR T T

Using "Energy Detection Systems,"
adaptive filter and correlation

could be better,

Cutting 6-in. diameter trees.

41 dB peak to L kHz at 96 ft.

1 to 3 kHz (classical wood chop)

39 4B P.S.L., 1 Hz bandwidth, at 1 ft.
S/N 13 dB at 100 ft

Test condition: Table 4-T, Type 2

68NADC, "Preliminary Report of POTLID Personnel Test,”" 22 August

1968, pp. 8, 9.

TIIR OrmrTeT

695ee "Personnel Detection,” p. 24 in footnote 59, p. 4-21.
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4.3.F
F.  Ispulse !

The ignition and firing of engines, detonations, ordnance ]
axplosions of all sizes and kinds constitute impulsive sound. :
Under N¥atursl Sounds ve have mentioned nearby thunder (Table

k-2) and the phonations of certain faumna.70 A 1.5-gram small

explosive may be takern as a good impulse example. On rock it

produces a peak SPL of approximately 95 dB re 0.0002 pbar at

100 ft, the spectral peak below 1 kHz. The barmonic structure

falls from 90 dB at 1 kHz with a declination of approximately

2 dB per octave after the initial fall rate of 10 dB at 1 XkHz.

M.y

Test conditions for the data given above were Type &,
Table L-8.

Table 4-8 Test Method and Equipment

CONDITIONS DESCRIPTION

1 GR ¥5 microphone (3 d3 bandwidth 5 Nz to 8 k¥z -10 k¥g),
system upper frequency limit:tion. High, 20 ft, sod
Jow, 2 £t, plecemert at three locations, 10, 20 end Y0
e from the trail. Microphones, 300 ft from recording
site, utilized PM0 presmp. set on X10. Recorders, }
Lockheed k17, used 1/2-in. tepe at 3-3/k ips, 1 V res ‘
inputformnncordlml,tnnctrecm-odzﬁdl {
bandwidth 100 Hz to 12.5 kHz), limited system lover end
frequency response. SIM, GR 1551C, monitored with ear-
phones and scopes as Was reccrder output. GR 1562 celi-
btrator used as vell as s square vave input to 1551C each
reel.

2 Seme as ) but microphone placement at 16, 32, and 96 ft

3 Recorder, Iockheed }11C, 1/2-in. reel, 7-1/2 ips, ™,
Analyzed 2 Hz and 20 Hr bandwidth.

k 2203 B & K Sound Level Meter. B & X microphone. Record-
er, Kudelski, 1/k-in. full track; 15 ips direct record.
Analysis by GASL , analysis bandvidth 100 Hz, semple
size 0.1 sec.

5 Recorder, Lockheed k11C, 7-1/2 ips, direct. Analysis
bandvidth 100 8z, input filter 5 kHz bandwidth. !

7oSee p. 5 in footnote 51, p. 4-10.

441

s arinc. A PO S
i i PN




o ———T———— - ———

g —— T e p———— Y T g T T— — = & T R vy

~eryr

NADC-AWG-SU

‘2.3.?“4-3-6

At 500 ft a 1.5-gram explosive produced a spectral peak of
T5 4B below 1 kHz, the characteristic falling at 10 4B per octave
(Figure k-2T7). Test conditions hcre were Type 5, Table 4k-8. A
rumber of analyses shows a secondary spectral peak at 2 kHz, ap-
proximately half the height of the main one. The recordings vhich
display a double peak are usually taken at 100 ft range. The
calculated impulse source level at 1 ft is approximately 140 aB
(0.0002 dyne/ca?,200-500 Hz).

The spectral decay rate varies markedly vhen firings are shift-
ed from open ground into a woods. ZFor example, in the open the spec-
trum decays at 7 dB/octave above 2 xHz, while in the woods it is 1k
dB/octsve.n A listener's subjective impression ot the tone of such
sounds surely would be influenced by this effect, all of which re-
emphasizes the fact that the surroundings at the time the sound char-
acteristics were recorded may have an important effect upon what we
say they are.

Impulse sounds generally are detected by equipment designed
for that purpose if they rise above the background by at least 12
dB and the signal rate cf increase is 16 dB/sec or more.

G. Boats (Air Path Over Water)

Motorized Boat_s_'.r3

The boats used in these tests were wooden, round-bottomed,
approximately 16.5 ft in length.

The engine was a one-cylinder, cne-cycle, Clinton rated
at b-1/2 horsepower running at 1430 rpm under losd with full throttle.
Essentially inboard installation with long direct-ccupled shaft char-
acterized the mechanical arrangerent.

Ranges studied vuried from 15 ft (CPA) to L0O ft.

L

7]'NADC-SY-GTOB, "Analysis of Acoustical Data frcm Tests Performed
on 27 November, 1966," 14 March, 1967, p. B-3.
72See p. 24 in footnote 59s P. h-231.

T3NADC-AWG-31, 10 Jan. 1969, pp. 24-29. (Spectrograms given in

Appendix consists of CBS Laboratories' Rpt. No. 5025-DR-02T; pp. 34-61)

L-L2
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Figure 4-27. Spectrum Analysis for 1.5-Gram Explosive Shots at 500 Feet, Range Site 1,
East Leg, 100-Hz Analysis Bandwidth
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4.3.6-4.3.H

The spectrum (25 to 2500 Hz) was smooth at 45 dB from L0
to 500 Hz, then -10 dB per octave to 1 kHz. Some data indicates a
100 Hz peak, then 3 dB per octave to 1.5 kHz. This data applies to
an air microphone at ranges 15 to 400 ft and 1/10 octave SPL analysis.

: Under these conditions levels of 70 dB at the closest point of approach,
‘ ! CPA, (15 ft) are reached.

The microphone data shows strong line frequency structure
based upon the engine reciprocation rate of 12.2 Hz for 1430 rpm. This
structure is also somevhat apparent in the hydrophone data.

H. Boats (Underwater Sound)

Motorized Boa.ts:7h

The boats used in these tests were similar to those describ-
ed above.

Shallow hydrophone data analyzed on the basis of 1/10-
octave shows peaks at 40 Hz vhich are -20 dB re 1 dyne/cm2, then ~10
dB per octave from 40 Hz to 400 Hz. However, the hydrophone optimum
energy band for these boats is in the 2000 Hz to 9000 Hz region because
of reduced background noise in this part of the spectrum. The sound
appears to be caused by cavitetion near the propeller.

et pr— . —— Ty WL

The peak pressures reached at the CPA in tbe 2000 Hz to |

900C Hz band are 110 and 140 dynes/sq cm for deep and shallow hydro- |
phones, respectively.

A secondary, low-frequency region, probably associated
with the propeller rate, also appears.

Electric Discharge75

This method of generating strong acoustic pulses in
vater has been studied and shown feasible aithough not efficient
in seawater owing to the latter's high conductivity. Flectric :
capacitors of 15 UF and 20 kV rating have been used in a system |
having a maximum energy capability of 9000 J. Acoustic pressure i
in fresh water was 156 PSI peak (140.6 dB re 1 degree/cm<) at one :
yard for an initial energy of 17CO J. 1In salt water an initial ’
large current reduces the available capacitor voltage, hence peak f

{
I
§

R e s
ST TR TSI - T Y T WA Ty ety -

T

discharge current ani pressure.

ThSee pp. 42, 43, 76 in footnote T3, p. L-k2,
75F&irchild Hiller, "Studies on an Electric Discharge Underwater
Sound Source,” Rpt. No. PCD-TR-68-16.

|

|

Y-l ;

‘ |
i

[OPRIPRIERINI WUIIUAE PRUSPER S DIV P VT VT

1,

PITITIUY NP AU SR I IO VORI N QWO TP e

& ttthodia ot i, —n ot e e At e AUl . e KL M AR AL B e Y e Fe
- - a IR



P S e e e

Cong

fywey) . s ik b, AT, i RN LX) N  Poatsenda 3 haamisnd

NADC-AWG-SU

4o30H-4o 301
Large Ships

The periodic pulsation sounds of large ship propellers
are caused by cavitation. Frequently the beat is pulsating in ac-
cordance with the number of blades, and occasionally one blade wg%l
be noiser than the others, thus producing an accented signature.’
In such cases the shaft rotation rate and number of blades can be
determined.

The spectra of ship sounds in general are continuous.
This broad distribution of energy decreases in sound level at 6 dB
per octave with increasing frequency. Most of the audible output
is below 2000 Hz. There is some pure tone content, and a time pat-

tern of intensity which may be subjJect to interpretation as to ori-
gin or cause.

I. Aerodynamic Noise

Broadband noise generated by various forms of gas turbulence
results from the operation of modern aircraft. Jet-generated tur-
bulence is evident everywhere. Fundamental mechanismsT° - of sound
generation by this type of source have been completely disclosed

in the literature related to aeronautics and astronautics, industrial

pneumatic systems, etc., and measured characteristics are given.

76See Vol. 7 in fcotnote 41, p. 3-16.

TTL. W. Camp, "Underwater Acoustics," Interscience, John Wiley
& Sons, N. Y., 1970.

78

See Vol. 211A, 1952 and Vol. 2224, 1959 in footnote 65, p. 4-32.
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’ k.4 TOPICAL SUMMAKY OF USEFUL SOUND DATA

TOXTP S TR

Useful sound (natural and man-made) data is obtainable from
NADC documentation according to the listings appearing on this
3 page and the next.

aara s sk sk sad

NATURAL

SUBJECTS SIGNATURE DATA GIVEX IX

Lol B methiual S et L ab s I
pro—

Laos Ambient AWG-32

Thuzder Howard, J. R. and S. Krieg,
Letter Pot. No. 22, 12 June 1967 4

Wind 5025-MR-00T
5025-DR--029
U. of Mich. 8510-k-F

R\ Aianhl i

Rain 5025~DR-010
5025-DR-911
5025-DR-012
5025-DR-013
5025-LR-015
5025~DR-016
5025-DR-017
NADC-SY-6703, 4, 5, 6

@ AN~ e e s e A ——

Cadad

T TR Ay
[P S DU IR PP RIS ORSIENIY TN W ey o 3 3

Insects 8510-4-F

Bird Whistle $025-DR-01T
5025-DR-022

.,_
P Mt e e S s e

Running Stream U. of Mich. 8510-4-F

Ocean Ambient NADC-SD-T143 i

Summary Rpt. of Acoustical Date 5
for Phase II System, 10 Jan. 1967 i

3 :
4 f Fauna Hovard, J. R. and S. Krieg,
{
j
i
!
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MAN-MADE

EUBJECTS

SIGNATURE DATA GIVEW IN

Vehicles

AWG-31
5025-DR-027
NADC-SD~T179
NALC-SD-T191

Trucks

AWG-32
AWG-33
AWG-3k
AWNG-3T
KADC-SY-6715
NADC-SY-6803
U. of Mich. 1099-5-F
5025-DR-008
5025~DR-009
5025-DR-010
$025-DR-013
5025-DR-016
5025-DR-026
NADC-T2058-SD

Explosicns

AWG-35

NADC-SY-6703

NADC-SY~-6T04

NADC-SY-6T05

NADC-SY-6T706

U. of Mich. 8510-1-P

U. of Mich. 8510-k-P

Howard, J. R., S. Kricg, Summary Rpt. of
Acoustic Data for Phase II System,
NADC, 10 Jan. 1967

5025-DR-012

5025~RT-008

5025-RT-009

5025-RT-~010

Adrcraft

NADC-SY-6803
NADC-SY~5T15
NADC-T2058-5D
5025-DR-026

Motorized Boats

AWG-31
856-36
5025-DR-027
5025-DR~028

Rocket Mortars

AFCRL-68-0L457
556-38

Pistol

5025-DR-012

Shots

5025-DR-01T
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APPENDIXES

WRITTEN FIELD PROCEDURES
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Field Calibration Procedure
Field Test Operation Procedure
Field Equipment Check List
Field Log

Before-Use Equipment Checkout and Calibration
for Sound Level Meter

Before-Use Equipment Checkout and Calibration
for Preamplifier

Before-Use Equipment Checkout and Calibration
for Microphone
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APPENDIX A

FIELD CALIBRATION PROCEDURE

1. Set up equipsent and make the fcllowing announcement: "This is a system

calibration for test . Tis tape is being recorded at

Site . Today's date is .

Personnel at this site are

This recording is being made oz a Lockheed machine operating st

jps. Track 1 is recording the voice commentary in the direct mode. Track 2
is recording the cata gathering microphone(DGM)in the direct mode. Track 3 is
recording the IRIG-B time code in the direct mode. Track § is recording the
hardwired item in the direct mode. The lccation of the microphon.s is shown
on the accompanying sketch."” (At this point describe site, terrain, foliage,

local ancmalies, etc., and describe weather conditioms).

2. Stop recorder. Short channels 2,3, and 4 at the recorder input terminals
with BMC shorting caps. Record for at least 30 seconds and annctate: ™This
signal is a measure of recorder noise made with the recorder inmputs shorted at

the recorder terminals.”

3. Stop recorder. Remove shorting caps and reconnect system. Short data lines

(Tracks 2 and 4) at the microphone ends using shorted Pigmy counectors.

4, Set both SIM's at 110 dB. Record for at least 30 seconds. Annotate: "This

is a recording made with the cables shorted at the microphone end. The SIM's A-1-o

are set at daB ."

|
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5. Repeat 4 for SIM settings of 100 dB, 90 dB, 80 4B, 70 dB, 60 db, 50 dB, %0 dB.

6. Comnect the DGM (data gathering microphone). Start recording and snhnounce

into the DGM "I an speaking directly into zhe DGM, serial nusber

at Site -" Amnctate on commentary track: "A sigmal is now being re-

corded on Track 2 in the direct mode. This signal is coming from the DGM,
serial numsber

7. Discommect the DGM.

8. Coonect the hardwired itex. Start recording and anncunce into the hardwired

item: "I am speaking directly into a bardwired item, serisl number
at Site ." Annotate or commentary track: "A zignal is now being re-

corded on Track U in the direct mede. This signal is coming from the hardwired

item, serial number _+ The serial number of the associated SIM is

"

9.  Recounect the DGM. Set SIM at 110 dB. Aunotate: "The signsls which will
be recorded come from a General Radio 1562A Sound Level Calibrator. In each
case the level is 114 dB re 0.0002 dynes/me. The signals serve to calibrate
the IGM recorded on Track 2. The SIM is set at 110 dB." Record at Inast 30
seconds of each frequency on the calibrator annotating each as follows: "The
precent signa) is Hz."

10. Disconnect the DGM microphone cable from the SIM. Set SIM at 110 dB.
Insert (BS square wave calibrator inte SIM. Set calibrator to 250 Hz and de-

press button. Annotate: "I am recording a 250 Hz square wave on Track 2. The

A-2

. The serial number cf the associated SIM is "
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level of the 250 Iz fundamental is volts ms. The SIM is get at

110 dB. This signal vill serve to calibracve future reels of tape taken at
this site.”

11. Set up the trumpet near the hardwired item. Hold a calibrated sound level
meter with PS microphone rear item (within 3" of microphone). Take care

not to influence the sound field with your body, i.e. ¢ not shield either
microphone or stand directly in back of the microphones. It is best to stand
to the side so that you neither block the free passage of sound nor serve to
reflec” it. Set up &8 500 ¥z sound field using the modified Bogen pover ampli-
fier and driver and trumpet. The level at the buoy should be well above
asmbient noise. Record at leasi one minute. Annotate: "The signal recorded

on Track 4 is from the hardwired item. The sownd pressure level at the item

measures dB+ dB. The frequency is approximately 500 Hz.

The SIM is set at _ dB-"

12. Disconnect the hardwired item cable from the SIM. Set SIM at 110 dB.
Insert CBS square wave calibrator into SIM. Set calibrator to 250 Hz, and
depress bucton. snnotate: "I am recording a 250 Hz square wave on Track 4,
The level of the 250 Hz fundamental is volts ms. The SIM is set
at 110 d3, This signal will serve to calibrate future reels of tape taken at
this site .”

13. Annota*e: "This ccmpletes the basic calibration of the data gathering

system at Site + ‘This calibration tape is to be used to establish

PR vy !
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the relationship between reccrded signal level and accustic scund pressure
levels on future reels of tape taken at this site during *his test. The
method of correlation is as follows: In reducing this tape, the output level 4
of the reproducer is noted for the two acoustic calibration sections, i.e.
the 114 dB SPL section recorded on the D('M using the General Radio Acoustic
Calibrator, and the 500 Hz acoustic signal generated by the trumpet and re-
corded by the hardwired item. Immediately following each of these sections
is a section of 250 Hz squarz wave. In reproduction, the level of the 250 Hz
fundamental is established with a 1/1C-octave filter. This level is then
correlated to an equivalent acoustic sound pressure level. Every future reci
of tape will have a 250 Hz calibration square wave recorded on it. The level 3

of the fundamental of this signal will then establish an equivalent known

acoustic sound pressure level."
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APPENDIX B

FIELD TEST OPERATION PROCEDURE

l. Annotate: "This is test + The purpose is to record dbasic
acoustic data on airfield activity. This is reel recorded et
Site .

This site is located approximately feet from the south runway.

Today's date is . The time is CDT.

The recording speed is ips on a Lockheed

machine. Track 1 is recording the voice commentary in the direct mode.

Track 2 is recording the data gathering microphone (DGM) in the direct mode.
Track 3 is recording IRIG-B time code in the direct mode. Track 4 is rec-
ording the hardwired item in the direct mode. The location of the microphores
is showvn in the accompanying sketch. The microphones are suspended

feet above the ground."

2. Set Track 2 SIM to 110 dB. Disconnect cable from the DGM and insert

square wave calibrator. Set calibrator to 250 Hz and depress button. Record

at least 15 seconds and annotate: "I am recording a 250 Hz square wave on

Track 2. The level of the 250 Hz fundamental is volts rms. The

SIM is set at 110 dB. In conjunction with the calibration tape, the signal

can be used to establish acoustic sound pressure levels.®

3. Reconnect cable from the DGM.

B-1

e L

et b

PUURRY

e e e e e




o e e o

v

e

NADC-AWG-SU

Page 2 of 3 peges
4. Set Track 4 SIM to 110 dB. Disconnect cable and insert square wave cali-

brator. Set calibrator to 250 Hz, and depress button. hecord at least 15

seconds and annotate: "I am recording a 250 Hz square wave on Track 4. The

Jevel of the 250 Hz fundamental is volts rms. The SIM is set at

110 dB. In conjunction with the calibration tape, the signal cen be used to es-

|

tablish acoustic sound pressure levels.” Reconnect cable from hardwired item. i
f

}

5. Disconnect hardwired item from field end of cable. ‘

6. Reconnect the DGM. Start recording and announce into the DGM: "I am speak-

ing directly into the DGM, serial number __» at Site "

.

Annotate on commentary track: "A signal is now being recorded on Track 2 in

the direct mode. This signal is coming fram the DGM, serial number

The serial number of the associated SIM is "

FU

‘{. Disconnect the DGM.

8. Connect the hardwired item. Start recording snd announce into the hardwired

[ S

item. "I am spesking directly into a hardwired item, serial number
at Site ." Annotate on commentary track: "A signal is now being rec-
orded on Track » in the direct mode. This signal is coming from the hardwired

item, serial number _+ The serial number of the associated SIM is

i
-

9. Reconnect the DGM. Set SIM at 110 dB. Annotate: "The signals which wili

Nrlm K ARK i te Remk i

be recorded come from a General Radio 1562A Sound Level Calibrator. In each
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case -the leve' is 114 3B r= 0.0002 dynes/ula. The signals serve to calibrate
the UGM recorded on Track 2. The SIM is set at 110 dB.™ Record at least 30

seconds of each frequency on the calibrator annotating each as follows: "The
present signal is qz."

10. Annotate: "The personnel a+ this site are:

11. Describe site, terrain, foliage, local ancmalies, etc.; describe weather

conditions.

12. Repeat steps 1-U for each new reel of tape. If aircraft activity preciudes
jmmediate calibration and identification it can be postponed but should ove done

as scob gs possible so that it will be near the beginning of the reel.

13. At end of exercice, repeat stepe 2-10.

i P s s en Fhin s 0. demmiaad Ak tmmasnlt @ ST A A f N
4 L J i - e 4 e——
i Y

4

e

e A4 AAe

o e ican ot £ AR et A e b

e e atm e cmmmann




5w v werw

S

v

it aats g

NADC-AWG-87J

APPENDIX C  FIELD EQPT. CHECK LIST

Field Rquipment Check List
Page 1 of 3

TTEM

anti-‘z

Oa Hack

REMARKS

Mele JC to Male FC & ft.

6

| Pypay-to-8-pin-Pygny

Cables, 1000 ft. cable, O-pin-

should be at site

Cables, 8-pin-Pygmy-to-3-pin-Male XIR

Telenhone Wire Reels

Anemometer

CB Walkie-Talkies

CB Battery Packs

CB Short Antenna

IRIG Car Antenna

CB Battery Chargers

Simpson Meter and Leads

Car Battery Jumper Cables

needed fcr Bull Horm

Phone-Plug-to-Dual-Male BNC

Bathroom Tissue

Staticn Wagon

Car

Tent

Chairs and Cots

Tent Heaters

Colman Stoves

Water Cooler and Cups

Ice Chest

Safari Light and Batteries

Flash Lights

Nylon Rope

should be at site

Small Block and Tackle

Machete

Ax

Truck Tow Line
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NADC-AWG-SU

ITEM

Gantity |
Required

Shovel

Y

Lead S,inkera

Table

First Ald Kit

Filament Tape

Black Electrical Tape

Masking Tape

Label Ta_ge

Black Ballpoint Pens

Tape Reel Labels

Rubber Stamp & Ink Pad (tupe box)

Pocket Compass

5C ft. Tape

Tool Box v/ Hand Tools

Polaroid Camera & Film

Clip Boards

Spare Connectors

Recorder Mamial

SIM-GR 1551 Mamal

SIM-GR 1565A Manual

GR P40 Manual

BATTERIES:

1-1/2v "D" (SIM-GR 1551-C)

1-1/2v "c* (SIM-GR 1565A)

9V (Calibrator-GR 1562i)

= e oo

30v_(Calibrator-CBS Square Wave)

|

22-1/2V (Pre-App GR PLO)

7-1/2v (Monitor)

-

67-1/2v (SIM-GR 1551-C)

‘1
|

o

3
A
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o AWG. Field Bjuipment Check List
NADC-AWG-SU Page 3 of 3
= tity | Quantit
! TRt Roquired | On Hand REMARIS

Qecorder, 12" -

Recorder, 1/L" 1

Nicad Battery Packs for Tape Recorder 2 ]

Charger for Nicad Battery Packs - ]

Recorder Power Supply and Cables -

Bmpty Ree:s, 1/2" - 3

Brpty Reels, 1/4" 1 1

Recording Tape, 1/2" - 3

Recording Tape, 1/L4" 10

Cables, Recorder-to-Car-Batteries -- f

Q-tips and Alcokol - 1

Head Demagnetizer -

Spare Belts for Recorders 1.

Sound Level Meters GR1551 2

Sound Level Meters GR1565A i

Microphones GR P5 1 b

Preamplifiers and Housings 1

Sound Level, Calibrator 15624 1 ;

Square Wave Calibrator 1 1

Date. Sheets 40 i
2

Commentery Microphone Switch Box 1 %

Cable-male BNC to edge track input

with built-in attenuator -— 1

Monitor / IRIG Radio & Battery Pack 1

Headphones - Koss low 2 1

Monitor Box - Amplifier w/ 4

Selector Switch 1 5

Cebles, Male 3NC to Male BNC z

2 ft. long -

BNe "p* 8

Herdwired Item 1

<tery-Povered Oscilloscope -
Sattery Power Cables for Scope — G-3 i
.C. Power Cables for ocope -=

i
:

o
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NADC-AWG-SU
: l SECRET NOFORNM
(WHEN FILLET IN) APPENDIX D FIELD LOG
k- ; Field Operators Datz Shee: Page of
K b
P TEST LOCATION DATE
i OPERATORS
(TEAM LEADER) ;
Serial #
E REEL NUMBER if any
f Tape Recorder (Type)
;
Sound Level Calibrator | General Radic 1562A
Square Wave Calibrator | CBS
4 Microphone #1 | Microphone Genera) Redio PS
3 Preamplifier General Radio PiO
3 SIM CGenerzl Radio 1551C
4 | Length of Cable to Sound Level Meter feet
: Height of Microphone above ground feet
E Rainshield or Windscreen, if any
‘ ! IMicrophone #2 | Microphone Geperal Radio P5
g{ | Preamplifier Geperal Radio P40
SIM General Radio 1551C
Length of Cable to Sound Ievel Meter | feet
i | Heleht of Microphone above ground feef
‘ Rairshield or Windéscreen, if apy type)
! IMicrorhone #3 Microphone General Radio PS
i Preamplifier General Radio PLO —
| SIM General Radio 1551C
' ? Length of Cable to Sound Level Meter feet,
! Height of Microphone above ground feet
' g Rainshield or Windscreen,if any type )
é Peak Levels | Impact Analyzer General Radio #1556B
3 i Sound Ievel Meter Genera]l Radio #1563
! —
! Recording Speed ips
1 TRACIJ FM DIR |INFORMATION SOUND LEVEL METER READINGS
b CAL. FREQ'S MIC #1 MIC #2 MIC #3
: R ACTUAL | SIM |ACTUAL | SIM | ACTUAL | SIM
] LEVEL SETTING| LEVEL SETTING| LEVEL | SETTING
E i %
; L 500 He B B B |
DS - 2000 Hz dB dB aB
L6 1000 Hz aB dB aB
1 P L7 500 Hz dB dB dB
' - [8 250 Hz dB dB B
} 125 Hz daB dB dB
' Terrain
Weather
: SECRET NOFORN D-1
. (over)

i L X it i b Chrdada. 2 0amd du, s LA deacAse

(WHEN FILIED IN)
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NADC-AWG-SU

—r—

BEFORE USE EQIPMENT CEECKOUT & CALIBPATION FOR
G.R. SOUKD 1EVEL METER MODEL 1551-CS2

Cib-

5025-TR-002
Page 1 or 5 FPeses

SERIAL Xo.
APPENDIX E(1)
Test N
¥No. Description Results Fm.tial
Date
1 This procedure covers the following items of checkout on
the Sound Level Meter.
1. Datteries
2. Gain, Attepuator, Frequency Response
3. Distortion
k. Moise
5. Microphonics
1.1 Batteries
1.1.1} ZTurn SIM on by raising microphone stand.
1.1.2{ Turn Switch to Fil-1l and check to see that the meter
reads in Pat area. Yes Ko
1.1.3} Turn switch to Fil-2 and check to see that the meter
reads in ®at area. Yes Ko
1.1.4} Yurn Switch to PL and check to see that the meter reeds
in Bat area. Yes No
1.1.5] Turn attemustor to 130/cal position. Turn weighting
switch to CAL. Turn CAL thumbset control to see if a
full scale reading can be obtained. Yes Mo
1.1.6] With a Simpson Meter measure the voltage between pin 2
and pin 1 on the microphone stand. It should read
40 volts + 5 volis Volts
Notes: Battery life expectancy:
A Batteries (Filament), 6 to 7 days
at B hours/day.
Plate Batteries, 12 to 14 days
at © hours/day.
1.2 Amplifier Gair, Attemuator, Freguency Response
1.2.1§ Connect the equipment as shown in Figure 1. Note that
it is very imporient to have the capacitor and load
resistor as shown.
E(1)-1
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NADC-AWG-SU

BEFGRE USE EQUIYMENT CHECKOUT & CALIBRATION FOR
G.R. SOUND LEVEL METER MODEL 1551-CS2

SERIAL #

C1LD- 505-TR-00R2
Page 2 of 5 Pages

Test
Description

Ynitial
Results | Date

()

FIGURE L

1.2.2 Set the Sound Level Meter to:

Attenuator = 130
Weighting = 20 KBz
Meter = Fast

1.2.3

that the Ballantire meter reads 1.0 volts.
1.2.14 Turn CAL control on the Sourd Level Meter to read +6
on 130 attenuator on the Scund Level Meter.

1.2.9

wave.

1.2.6

sweep the oscillator very sloJly from 25 Hz ito 12KHz.

There should be less than 3 dB change on the Sound
level Meter.

1.2.73 Turn the oscillator to 1KHz and reduce the voltage by

10 dB. Switch the Sound Level Meter attenuator to the
next lower scale. Tnhe SIM meter should read +645 dB.
Repeat step 1.1.6 anu continue this process until the
range switch is at 40. Note that the waveform cn the
scope is a good sine wave at each setting.

Turn the oscillator to 1 KHz and increase its level such

Adjust the oscilloscope to obtain a good waveform. Then
measure the output voltage on the scope. It should read
1.6 + 3 volts peak-to-peak. The waveform shculd be a sine

Turn the frequency knod on the oscillator to 30 Hz. Then

. dB
n 4B

Change dB

o A At A A mmenmthan e B

Anasatait s 4 s st o s ol
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BEFCRE USE EQUIPMENT CHECKCUT & CALIBRATION FOR
G.R. SCUMD LEVEL METER MCDFL 1551-CS2

SERIAL §

CLD- 5025-TR-0GR
Page 3 of _5 Feges

Description

Results

fnitial

late

1.3

1.3.%

1.3.1

1.3.2

Atten
Setting

120
110
100

70

50
Lo

Distiurtion Measurement

Connect the Distortion Analyzer to the output of the SIM.
Return the attenuator of the Sound level Meter to 130.
Tvrn the oscillator to 100 Hz and bring up the level to
read +10 dB (full scale) on the SIM meter.

Turn the Distortion analyzer to Set level and the
attenvator knob to 100%. Adjust the Input Control to
give full scale on the Distortion Analyzer Meter.

1.3.jTurn to Distortion and adjust the frequency dial to 100 Hz

and null the meter. Switch the attenustor to 30% and nuil
using the frequency disl. Repeat on 10% and 3% settings.
Once the null is obtained adjust the balance knodb for a
minimum reading. Read the percent distortion. It should
be less than 1.25%.

Turn the oscillator to 1000 Hz and repeat steps 1.3.2 and
1.2.3.

1.3.5J'I‘um the oscillator to 10 KHz and repeat steps 1.3.2 and

1.3.3.

T
[T

(1xHz)
ter a3

4

SIM Set at 130

100 Hz_ !

1KHz, %

10 Koz, %

il

DU St W

E(1)-3
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NADC-AWG-SU

BEFORE USE EQUIPMENT CHECXOUT & CALIBRATION FOR
] G.R. SOUND LEVEL METER MODEL 1551-CS2

et e et b ane e e ot i b 2 AL

CiD- 5025-TR-OR
Page L4 of _5 Pages
SERIAL #
L]
Test h:itnl
I ; Description Fesults Tate
1.3.8 Reduce the input voltage and switch the SIM atitenuator to
60. Then bring the oscillator up in level such that the
SIM meter reads +10 dB.
] 1.3.7] Repeat steps 1.3.2 tkrough 1.3.6. SIM Set at 60
100 Hz ) ]
1 KHz }
10 XHz %
1.5 |X¥oise Measurement
1.5.1] Connect the equipment as sho<n in Figure 2.
)
[.
Skielded 380pF
/[ ()
Sousd Lever
———— o nnrat WLANTHE
‘ -1 CRissI-C 9\?
= i _h*—' loxn
Guis 2. =
1.k.2] Switch the SIM to 40. Place the Ballantine on the 0.1
volt scale. The reading should be at least 4 dB below - dB
ful? scale. (below full
scale)
1.4.3 Switch the SIM to 50. The Ballantine should read more
than 14 dB below full scale. - dB
below full
scale)
]
l.h.hg Switch the SIM to 60. Switch the Ballantine to 0.0l volt
1 scale. The Ballantine should read below full scale. » dB
1 f(below full
scale)
E(l)-4
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NADC-AWG-SU f

BEFORE USE EQUIPMENT CHECKOUT & CALIBRATION FOR ;

G. R. SOUND LEVEL METER MODEL 1551-CS2 CLD- g50ps5-TR-002 ]

- Page "5 "of 5 Pages i

SERIAL # !

Test [nitiel i
1 # Description Results Late

1.k.5|Repeat Step 1.4.3 except increase the Sound Level Meter inl70, — dB 1

JO dB steps. The meter should read more than 10 dB below (below Full !

full scale on the 0.01 volt setting for each position abovd Scale) {

60 on the SIM. , - aB i

20, — dB 3

100, — 4B i

110, - dB i

120, - _dB {

130, — dB %

1.5 |Microphonics i

1.5.1| Place the SL¥ in the L0 position, gently tap its case i

on all sides. The meter should not bounce above O dB. dB p

(max meter i

swing) }

i

i

4

1

!

i

i

i

¢

1 .

! 1

]

]

<

%

|

. ]

E(1)-5
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NADC-AWG-SU

EQUIPMEXT CHECKOUT AND CALIBRATION FOR

1.1

1.1.1

1.1.2

1.1.3

the preamplifies:

1. Gain

2. Response
3. Distortion
k. Noise

Gain, Response

Connect the equipment s shown in Figure 1. Use only a
calibrated zound level meter.
@ N SCOPE
2
I3CILLATOR, =
j_ i, S48
=

seopf |
ﬂ GHieLbEdy
3 Sounp Lever J G_\—)

1 PRE ~ G EALLANTRE
= AMPLIFIER el l
MO ER ?
2

Fi¢1

il

T

|

- -

Suitch the preamplifier to the X1 position.
sound level meter to the 120 dB setting.
voltmeter in the 1.0 volt range.

Turn the
Place the

Set the ogcillator to 1 kHz and adjust the level control
80 that a 1.0 volt peak-to-peak signal is read on the
upper beam of the scope. Observe that the lower beanm
gives a wave that is similar in shape to_the upper beam.
It should be & 1.5 + 0.3 volt peak-to-peak level.

025~TR-00;
G.R. PREAMPLIFIER MODEL 1560-FhO g";’; _:{__50 . ‘3_3‘ Pages
SERIAL #
APPENDIX E{2)

CONTRACT # PROJECT #

Test fnitial

# Description Results Date
1. This procedure covers the following items of checkout on

Good Waveform

Yes o

Vptop

i i e i pm pum———,




NADC-AWG-SU

CONTRACT #

CLD-

CERIAL #

PROJECT #

5025-TR-003

Page 2 of _3 Pages

Test

Description

Tputnl

Date

l.l.h

1.1.5
3
1.2
i 1.2.1
1.2.2
by,
i 1.2.3

1 1.2.14

1.2.9

I

1
' | EQUIPMENT CHECKOUT AND CALIBRATION FOR
~ ] G.R. PREAMPLIFIER MODEL 1560-PLO

i

j

i

‘

Recor< the dB reading on the voltmeter. Then very slowly
sweep the oscillator from 30 Az to 12 xHz. There should
be no more than a 3 dB variation over this range.

Switch the SIM to 130 attenuator setting. Increase the
oscillator voltuge so that the SIM reads full scale.
There should be no noticeable clipping on tlie lower
scope waveform. (Note: This is the maximum useful level
of the preamp. Any increase in input voltage will cause
wvaveform clipping.)

Distortion

With the same setup as Figure 1, connect the Distortion
Analyzer to the ocutput of the SIM. Place the attenuator
cn the SiM to 120 dB.

Adjust the fregquency of the oscillator to 100 Hz and
bring up the level to give full scale (+10 dB) on the SIM.
Switch the Distorvion Analyzer to set level and 100%.

Adjust the level control on the Distortion Aralyzer to
read full scale on its meter. Switch to Distortion and
turn tie frequency knob to 100 Az. This will null out
the signal. Turn to 30%, 10% and then 3% while nulling
the meter using the frequency knob. Then adjust the
balance control for the lowest meter reading (nulled).

The distortion measurement should be lower than 1.25%.
Turn the oscillator frequency to 1 kHz. Then repeat
Step 1.2.3. The distortiocn measured should be less
than 1.25%.

Turn the cillator frequeacy to 10 kHz. Repeat Step
1.2.3. The distoriion should be less than 1.25%.

+

Clipping at
140 4B

(+10 on the
130 scale)

No

Yes

B

100 Hz
Distortion

1 kHz
Distortion

10 kHz
Distortion

dB c.ha%e

E{2)-2
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NADC-AWG-SU

EQUIPMENT CHECKOUT AND CALIBRATION FOR .
G.R. PREAMPLIFIER MODEL 1560-Ph0 CiD- 5025-TR-003
Page 3 of 3 Pages

SERTAL XO.
COWTRACT NO. PROJECT NO.
Test %
¥o. Description Results In&gl
1.2.7] Reduce the oscillator voltege to minimm aud switch the
SIM to 60. Then “ncrease the oscillator voltage so that
the SIM reads full scale (410 dB).
1.2.8] Repeat Steps 1.2.3 through 1.2.7. The percent distortion }100 Xz %
should be less than 1.5%. -
e 2 1 xHz 4%
10 ¥z %
1.3 Noiee
1.3.1] Short circuit the input capecitor to ground.
1.3.2] Switch the SIM attemustor to 60. Place the Ballantine
meter on thea 0.01 volt scale. The meter should read dB below
below full scale. I scale
£(2)-3
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NADC-AWG-SU

BEFPORE USE CHECXCUT PROCEDURE FOR GR 1560-P5 MICROPHONE

CLD- 5025-TR-005

Page 1 of 3 Peges

SERIAL #

APPENDIX E(3)

Test

Description

Besuits

tisl
Date

1.

1l.1.1

1.1.2

1.1.3

1.1.k

1.2

1l.2.1

This procedure covers the following items of checkout:

1. Geperal sensitivity and Response.
2. Reciprocity calibration.

neral calibrati

Plug the microphone into a calibrated sound level meter,
or into a calibrated pre-amplifier and Scund Level Meter
combination. Turn on equipment by reaising the mic holder,
and svitch the attenumtor to 110 scale.

Start the 1562A calibrator by first turring the knob
counterclockwise for 1 second and observe the battery
indicator light. Then switch to 1 KHz. Listen to cee
if a tone is heard. Make sure the large hole adapter is
plugged into the calibrator.

Slowly place the calibrator on the microphone, (rapid

movement wili cause excessive pressure on the microphone
diaphragm and destroy the unit). The SIM should read
near +4 dB on the 110 setting. If it is close turn the
CAL knob for a +i dB reading.

Turn the Calibrator to 2KHz and record the dB reading.

Repeat for the other frequencies. There should be less
than t+ 1 dB variation over the frequercy range.

Recigocity (alibrecion

Connect the equipment as shown in Figure 1,

@ [Fs @
o RECIPROCITY

LSouNe Laves
METER

. 4
e
-

Fie i

£3)-1
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NADC-AWG-SU

BEFORE USE CEECKOUT PROCEDURE FOR GR 15€0-35 MICROPHORE

e

CLD- 5025-TR-005

A

1.2.3

1.2.4

Calibrator and connect the cable. {(See warning 1.1.3)
Place the controls in the following pocitions:

Start
92 dB
Sensitivity = Xormal
Mic Cwrent = Normal

Cali the local airport, or weather station, and cbtain the

correct barometric pressure. Then correct the reading for
titude changes according to the following table. Set

the red dot on the large dial on the reciprocity calibrator]
t to thiaz value on the plastic scale.

DAROMETER PRESIURE ALTITUOE OF STATION BAROMETAIC PRESSURE
CONRECTED 10 % AT
SEA LEVEL FELT ABOVE SEA LEVEL. STATION
—LTON
Lrad or iU
of  |mueass oY 5
3t 1000 '
10000 10008
2000 2000 %0
» 00 000 o
10%0 000 7000
2 o000 000
2000 2000 oy .0
- o 4000 <0
T 3000 %00
P 2000 2000 0
%00 1600 1000 Py
[ ° °
«1000 «1000 Load
» "0
00
” 2900
[ )
s
n - 1000
a ™
3 £ 1000
oo [

Momograph [or applying altitude corveciion to bavometric
pressare. Place straight-edge across proper points on center ans left-
Sand scales sud reud actnal prezsure on right-band scale.

Puge 2 of _3 Pages
SERIAL #
Test Fnitial
t Description Besults Date
1.2.2]Place the microphone very slowly into the Reciprocity

e M NN

E{3)-2
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NADC-AWG-SU

|

[BEFCRE USE CHECXOUT PROCEDURE POR GR 1560-PS MICROPHORE

CLD-  5025-TR-005
Page 3 of __ 3 Pages

SERIAL #

Tust

1-208
10209

1020].‘

poelov.
25 Bz dB re 1 volt/microbar
1 Xz dB re 1 volt/microbar
5 Kz dB re 1 volt/microbar

e BEASTIRLAOR
o the ¢scillator on 1KEz. Turn the knob to Read 1 and
Just the oscillator for an on scale reading on the
ciprocity Csiibrator meter. Also turn the attenuator on
the Sound Ievel Meter to obtain a reading. Note this read-
iss.

Then turn to AdJ 1 and rotate the large knob to cbtain
the same Sound Level Meter reading as in step 1.2.5.

Turn to Read 2 and note the SIM meter reading. Turn to
Adj 2 and adjust the large knob to watch the same SIM
reading on Read 2.

Repeat 1.2.7 for Read 3 and Adj 3.

Repeat 1.2.7 for Read L and Adj 4.

/| The microphone sensitivity is now obtained by reading the

number under the hairline onthe outer large dial. Repeat
steps 1.2.% through 1.2.10 for the frequencies listed

If the sensitivities of the microphones differ from -62 dB
y more thanr +3 dB at any frequency, the microphone is
ulty

E(3)-3

Foitial
Besults | Dgte |
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NADC-AWG-SU

INDEX

Abeorption, molecular, 3-3
Accumulator and averager
anaiyzer, 2-62
Acoustical data
applications, 4-7
attributes, 4-8
catalog of, 4-6
instrumentation, 4-7
source characteristics, 4-7
truck signatuces, 4-8
typical signal characteristics, 4-3
Aeolian tones, 1-8
Aercdynamic noise, 4-58
Aircraft noise, 4-32
Almost periodic data, 2-13
Ambient noise, 2-6
Amplifier, line drive, 1-16
Amplifiers with automatic gain change,
1-22
Amplitude coherence, 2-44
Analyzer
accumulator and averager, 2-62
contiguous band, 2-54
Kay, 4-5
proportfonate bandwidth, 2-52
real {ime, 2-60
sonograph, 2-67
swept band, 2-54
swept band, with integration, 2-56
Anemometer, 1-8
Apparatus, arrangement of, 1-9
Arrays, 2-86
Atmospheric conditions, 1-8
Attenuation coefficient, 3-21
Autocorrelation, 2-34
Automatic gain control, 2-38
Azimuth location, 2-78

Band pressure level, 2-8, 2-48
Bandwidth, effective, 2-34
Batteries, 1-9

Battery, recharging, 1-34
Bessel filter, 2-75
Bouts (ships)
air path, 4-42
large ships, 4-45
underwater sound, 4-44

Calibration

derived, 1-27

overall, 1-27

procedure, 1-26

spectral analysis measuring

equipment, 2-48

Calibrator

microphone, 1-9

recorder, 1-12
Channeling, sound, 3-3
Check list, 1-6
Climatic conditions, 1-5
Coherence, phase and amplitude, 2-44
Commuaication link, 1-33
Communications, 1-33
Constant bandwidth analyzer, 2-49
Contiguous band analyzer, 2-54
Contour graph display, 2-68
Correlation, 2~-32, 2-84

auto, 2-34

in the time domain, 2-34
Cosine squared window, 2-23

Data
calibration, 2-4
categorization of, 2-3, 4-3
presentation of, 2-39
prewhitening, 2-23
primary, 2-3
reduction, 2-10
sheet, 1-5
special reduction techniques, 2-78
test procedures, 2-5

"
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NADC-AWG-SU

INDEX

Data analysis

frequency domain, 2-37
Data gathering mission, 1-1

objectives, 1-1

planning, 1-3

practice ("dry") runs, 1-2
Debriefings, 1-32
Definitions and units, 2-5
Delta function, 2-30
DEMON, 2-90
Detection

through correlation, 2-84

through multiple sensors, 2-32
Directional response

pattern, 2-9
Display

contour graph, 2-68

rectified data, 2-75

3-D spectral, 2-68
Doppler effect, 2-17
Dyne per square cm (see Microbar)

Electric discharge, 4-44
Elevation, detection of, 2-80
Envelope, 2-32

rectified, 2-32
Equipment, 1-2

check list, 1-6

custody of, 1-6

failure logs, 1-31

for time function display, 2-70

requirements, 1-30

selection of, 1-7

supplementary, 1-6

weight and bulk, 1-3
Excess attenuation, 3-2
Explosive sounds

propagation of, 3-30

Fall time, 2-33
False alarm rate, 2-36
Field laboratory precedures, 1-34
Field procedures, 1-23
Filter
Bessel, 2-75
Butterworth, 2-75
Filtering
predetection, 3-21, 3-30
post-detection, 2-37, 3-21, 3-30
Fourier integral, 2-13
Fourier series, 2-11
Fourier transform, fast, 2-65, 4-34
Fouricr transform, running, 2-18
Frequency, 2-6

[y

angular, 2-6
Frequency analysis, 2-20, 2-37
Frequency domain

data apalysis, 2-37

data reduction, 2-66

Gain control, automatic, 2-36

Hamming window, 2-23
Harmonic, 2-6

High frequency cutoff, 2-20
Humidity, effect of, 3-3

Nlumination, 1-9
Impact data, 1-22

recording, 1-20
Impact meter, 1-12
Implementation plan, 1-31
Impulse signal handling, 2-19, 4-41
Impulsive data, 1-12

Jungle gounds, 4-10, 4-11
Kay Analyzer, 4-5

Level, 2-8

Line drive amplifier, 1-16
drive capability, 1-16
emitter-follower, 1-16
signal capability, 1-16

Log of eyents, 1-5

Low-frequency cutoff, 2-20

Magnetic shielding cans, 1-33
Magnetic tape, 1-22
Microbar, 2-7
Microphone
calibrator, 1-9
condenser, 1-13
definition, 2-9
directicnal, 2-9
dynamie, 1-13
gradient, 1-12, 2-78
omnidirectional, 1-12
piezoelectric, 1-13
pressure, 1-12
selection of, 1-12
transducer, 1-12
velocity, 1-12
wind-and-rain screen, 1-13
Model structure
sources, 2-94
transducers, 2-94
Modeling, 2-92
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INDEX

Molecular absorption, 3-3

Natural sounds

characteristics of, 4-10
Noise

aerodynamic, 4-45

aircraft, 4-32

ambient, 2-6

random, 2-6

white, 2-30
Noise level measurement, 1-26
Normal-mode theory, 3-1, 3-8

Peak-to-peak vaiue, 2-8
Period, primitive (period), 2-6
Periodic quantity, 2-5
Personnel, data gathering, 1-6

requirements, 1-30

shelter, 1-31

transportation of, 1-31
Personnel signatures

chopping, 4-40

footsteps, 4-40

talking, 4-40
Phase and amplitude coherence, 2-44
Phase coherence, 2-44
Phase lock loop tracking, 4-18
Phase of a periodic value, 2-6
Plan, implementation, 1-31
Post-detection filtering, 2-37, 3-21,3-30
Predetection filtering, 3-21, 3-30
Pressure signature

ideal shock waves, 3-17

1.5-gram of TNT, 3-15
Pressure spectrum density level, 2-48
Pressure spectrum level, 2-48
Prewhitening data, 2-28
Propagation, 3-1
Propagation characteristics

clear space, 3-16

heavy double canopy, -16

heavy elephant grass. .-16

light forest, 3-18
Proportionate bandw:dtn analyzer, 2-52

"Quick-look" data reduction, 1-35

Rain gage, 1-8

Rain, spectrum of, 4-14
Random noise, 2-6

Ray path theory, 3-1, 3-4
Real tim2 analyzer, 2-60
Recorder calibrator, 1-~12
Recording impact data, 1-20

Recording level, 1-12

Recording level meier, 1-20
Recording tape, 1--23
Refraction, 3-3, 3-4

Regressicn analysis, 2-97
Reverberation, 3-14

Rige time, 2-33

R-F pickup, 1-18

Running Fourier tronsform, 2-18

Scattering, eficel of, 3-3
Seismic signals, 4-18
Sensors, identification of, 1-26
Shelter, location of, 1-7
Ships (see Boais)
Signal
duration, 2-33
idenl, 2-14
impulsive, 2-15
pon-stationary perisdic, 2-16
non-stationary random, 2-1€
quasi-sinusoidal, 2-15
real, 2-16
stability, effect of. 2-24
stationary compiex, 2-15
staticnary periodic, 2-14
stationary random, 2-15
suppression, 2-33
transient, 2-16
Signal-to-noise ratio, 2-32, 2-33, 2-40
enhancement, 2-34

Signature analysis, 4-20
aircraft, 4-39, 4-33
engine spectra formulae, 4-23
internal combustion engines, 4-22
jet aircraft, 4-34, 4-35, 4-38
piston aircraft overflight, 4-39
reciprocating engine, 4. ~ 4-29, 4-31
truck classification, 4-25
5-ton diesel truck, 4-24

Single line behavior, 2-42

Site selection, 1-4

Snell's law, 3-5

Sonograph analyzer, 2-67, 4-4

Sonograph-type display, 2-66

Sound channeling, 3-8

Sound data
natural, 4-46
man-made, 4-47

Sound energy, 2-8

Sound intensity, 2-7
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Sound level, 2-9
Souna preagere, 2-7
Soard pressure level, 2-8, 2--48
Sound propagation, mode!l of, 2-95
Sounds

animal, 4-11

bird call, 4-1i

locust, 4-11

man-made, 4-14

monkey, 4-11
Sound sources

characteristics of, 4-1

man-made, 4-1

natural, 4-1
Sound transmission

deep sea, 3-12

shallow water, 3-12
Sources of noige

in well-known products, 4-2
Spectrum, 2-7

contincous, 2-7

density, 2-7

level, 2-9

line, 2-7

nsmmn’ 2-39

"“time plot", 2-39
Spectral analysis measuring equipment

calibration, 2-48

Spectrum density, 2-7
Spectrum level, 2-40
Spoerical gpreading, 3-2, 3-14
Statistical reliabdlity 2-26
Swepk band anaiyzer, 2-54

with integration, 2-56

Tape recorders, 1-22

INDEX

Temperatvre gradients, 3-8
Temperature profiles, 3-9
Test method and equipment, 4-41
Tezt plan, development of, 1-25
Test tasks, scheduling of, 1-30
Time correlation, 1-9
Tzme domain

data reduction, 2-70

function display, 2-70

signal characteristics, 2-30
Transducer, microphone, 1-12
Transient signal, 2-16
Transmission luss, 2-9
Triplet window, 2-25
Truck signatures, 4-8
Truncated data, 2-21
Turbulence, 1-8

Uncertainty principle, 2-30

Vehicles, identification frequeacies, 4-23

Voice annotation, 1-26

Walkie-talkie, 1-12

White noise, 2-30

Wind
effect, 1-8
fluctuation, 4-17
machine, 1-17
noise, 2-30, 4-15
screen, 1-8, 1-17, 4-15
velocity, 1-8

Window function, 2-22
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